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Textual Information Network Embedding

e Networks are ubiquitous, such as social networks (e.g., Twitter) or
citation networks of research papers (e.g., arXiv).

e A textual information network is G = (V,E, T), where
V = {v;}V, is the set of vertices, E = {e;J}f\’le is the set of edges,
and T = {t;}V, is the set of texts associated with vertices.

o Network embedding aims to learn a low-dimensional representation
v; € RY for vertex v; € V.
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Problem:

@ How to measure the complete level of connectivity between any two
texts in the graph?

Solutions:

@ We propose DMTE which captures the semantic relatedness between
texts by applying a diffusion-convolution operation on the text inputs.

@ We design a new objective that preserves high-order proximity, by
including a diffusion map in the conditional probability.
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Diffusion Process

o P € RN*N s the transition matrix, with pij representing the
transition probability from vertex v; to vertex v; within one step.

@ We introduce the power series of P for the diffusion process.

(a) Original graph (b) Forth order diffusion graph.

@ The diffusion map of vertex v; is u;, which maps from vertices and
their embeddings to the results of a diffusion process that begins at
vertex v;.
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To incorporate both the structure and textual information of the network,
we adopt two types of embeddings v$ and v} for each vertex v;.
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Figure: An illustration of our framework for textual network embedding.
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Model

Objective Function

Given the set of edges E, the goal of DMTE is to maximize the following
overall objective function:

L= Z L(e) = Z aprlir(e) + asslss(e) + astlst(e) + arslis(e). (1)
ecE ecE

The objective function consists of four parts which measure both the
structure and text embeddings.

Lit(e) = sjjlog p(vf|v}), Lss(e) = sjjlog p(vﬂujs-) (2)
Lst(e) = sijlog p(vi|v}), Lis(e) = sijlogp(vi|uf) (3)
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@ We achieve state-of-the-art results on two textual information
network embedding tasks: (/) link prediction, where we predict the
existence of an edge given a pair of vertices; and (ii) multi-label
classification, where we predict the labels of each text.

o Case study:

Query: The K-D-B-Tree: A Search Structure For Large Multidimensional Dynamic Indexes.
1. The R+-Tree: A Dynamic Index for Multi-Dimensional Objects.

2. The SR-tree: An Index Structure for High-Dimensional Nearest Neighbor Queries.

3. Segment Indexes: Dynamic Indexing Techniques for Multi-Dimensional Interval Data.

4. Generalized Search Trees for Database Systems.

5. High Performance Clustering Based on the Similarity Join.

Table: Top-5 similar vertex search based on embeddings learned by DMTE.
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