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Our Solution

Serious flaws Degree-of-Belief:
in a robust
lifelong learning experiments experimental framework




The Problem
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Formulation of General Lifelong Learning
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Desideratum#1: Task Plurality
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Desideratum#2: Task Generality
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Desideratum#3: Online Stream



Model Training
fiX—Y b

v — 3

Data Stream
wnici N B B N R B N B

Task Distributions
o 1T 11[ I

Desideratum#4: Space Complexity




e Lack of Task Plurality

e Lack of Task Generality




CALM [1]
Lifelong Few Rel [2]

Lifelong Question Relations [2]

Lifelong Extractive QA [3]

Lifelong Text Classification [3]




S Lifelong Text Classification

(LTC)




Misleading gradients in the LTC dataset

Lifelong learning over
Multi-Class  Multi-Label

many classification tasks

is a multi-label problem. Sentiment Positive
Analysis Negative
Framing it as a Tech
: e Politics
multi-class problem Classification
Sports

results in misleading gradients.



Misleading Gradients =>> Catastrophic Forgetting

Classifier Head Gradients
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LTC dataset leaks explicit task identifiers
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If the task identifiers are explicitly known,
we can train multiple classification heads, one for each task, to avoid catastrophic interference.



Multiple tasks
without explicitly

or indirectly leaking
task identifiers?



Our Solution



(P) Degree of Belief

Truth

Statement

Context

Is Sea snake
the most venomous snake?

...venom of the Taipan is the
most toxic among all...

POS tags:
propn verb punct

Quinn hesitated.

Go is used
in the same sense.

It's my go. I'll give it a go.

Prince Street Bridge -
crosses - Bristol Harbour.

Prince Street Bridge swings
across Bristol Harbour.

It is a positive review.

Excellent and made from
scratch!
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Degree-of-Belief framework for General Lifelong Learning

Tasks

Pre-training
Language
Model

Boolean
Question
Answering

Part of Speech
Tagging

Word-in-context
Classification

Relation
Extraction

Sentiment
Analysis

Lifelong Learning



Evaluation Benchmarks

Baselines Metries

Single-task learning Forgetting

Multi-task learning Intransigence

Experience replay Final Avg. Accuracy
Area Under the

Lifelong Test Curve

Data streams

Standard stream : 5 tasks
Long stream : 10 tasks
Large stream: 50k examples
Larger stream: 100k
Multidomain streams
Multilingual streams

Linguistic Hierarchy stream



Key Takeaways

e Memory-based techniques cannot outperform simple Experience replay
e Pre-trained transformers can identify tasks without explicit task ids

e They can learn to use a subset of its parameter space for each task
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