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Neural radiance field

Mildenhall et al. 2020 Lombardi et al. 2019

Bi et al. 2020

Neural reflectance field

Srinivasan et al. 2021

Participating media 
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Direct lighting

Visibility
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Environment light

Point light
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Indirect lighting

𝐿𝑚

…

Simulate long paths are costly
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NeRV’s solution 

𝐿𝑚

Simulate one-bounce indirect lighting
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Our idea 

𝐿𝑚

Project incident radiance onto Spherical Harmonic (SH) Bases

SH
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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We train neural networks to learn properties, visibility and SH coefficients 
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Our scenes

Cow Cloud Bunny4-VaryG Bunny4-VaryAlbedo

Buddha3 Bunny Buddha Dragon
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Settings

• Training lighting condition

• A point light

• An environment light + A point light

• Test lighting condition

• A novel point light

• Compared baselines

• Neural reflectance field [Bi et al. 2020]

• NeRV [Srinivasan et al. 2021]
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Bi et al.

NeRV

Ours

Reference

Train on “point”



NeurIPS 2021Qualitative comparisons

20

Bi et al.

NeRV

Ours

Reference

Train on “point + environment light”
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Train on “environment light + point”

Train on “point”

PSNR SSIM ELPIPS
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Bi et al. NeRV Ours Reference
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Bi et al. NeRV Ours Reference
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Bi et al. NeRV Ours + BRDF ReferenceOurs



NeurIPS 2021Scene editing – Cloud

25

Our learnt cloud After tuning down density After editing the albedo
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Original scene Insert our learnt results Reference



NeurIPS 2021Scene composition 2

27

Original scene Insert our learnt results Reference
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• Learn disentangled neural representations for participating media

• Deal with both single scattering and multiple scattering in a principled way

• Allow flexible usage for relighting, editing and scene compositions
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Thank you for watching


