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Introduction

• ViT 

Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for image 

recognition at scale."  (ICLR2021)
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Introduction

• ViT 

Dosovitskiy, Alexey, et al. "An image is worth 16x16 words: Transformers for image 

recognition at scale."  (ICLR2021)

Let be the input token, the output of each block

(1)

In MSA, x is split into k heads, each with size , then

the results of one head can be represented as

(2)

FFN contains 2 linear layers with a non-linearity activation

(3)

vit.mp4
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Introduction

• Shortcomings of ViT

• Non-Overlapping Patch Embedding is difficult to extract the low-level

features which form some fundamental structures in images.

• Input token and PE are all of a fixed scale, unsuitable for dense prediction.

• Computation of MSA is , causing vast overheads for

training and inference.

• Each head in MSA is responsible for only a subset of embedding dims ,

which may impair the performance of the network, particularly when the

tokens embedding dimension (for each head) is short.
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ResT

• Pipeline 
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ResT

• Patch Embedding

• The patch embedding module creates a multi-scale pyramid of features by

hierarchically expanding the channel capacity while reducing the spatial

resolution with overlapping convolution operations.

• At the beginning of each stage, a standard Conv-3 with stride 2 and

padding 1 is adopted to down-sample the spatial dimension by 4x and

increase the channel dimension by 2x.

• The first Patch embedding module is applied with three consecutive Conv-

3 with stride 2, 1, 2.
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ResT

• Positional Encoding

Let be the input token, be learnable parameters, PE in ViT

can be represented as

If is related to x, then PE can be represented as

PE can be further constructed as spatial attention



9/182021/11/25

ResT

• Positional Encoding
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ResT

• Patch Embedding & Positional Encoding

Since the input token in each stage is obtained by a convolutional operation,

we can embed PE into the patch embedding module.
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ResT

• EMSA
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ResT

• EMSA

Figure : Attention map visualization of the last blocks of stage 4 of the ResT-Lite.
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ResT

• EMSA
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ResT

• EMSA vs. MSA

EMSA Computation： MSA Compuation：
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ResT

• Architecture of ResT
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ResT

• Classification on ImageNet-1k
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ResT

• Object Detection on MS COCO
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Conclusion

✓ we proposed ResT, an efficient multi-scale vision Transformer, which

produces hierarchical feature representations for dense prediction.

✓ We build a EMSA, which compresses the memory by a simple depth-wise

convolution, and models the interaction across the attention-heads

dimension while keeping the diversity ability of multi-heads

✓ Position encoding is constructed as spatial attention, which is more flexible

and can tackle with input images of arbitrary size without interpolation or

fine-tune.

✓ We design an effective stem module, which consists of a stack of

overlapping convolution operations with stride on the token map.
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