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(Unsupervised) Domain Adaptation
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Problem: source data restricted due to data privacy, intellectual property

Introduction



Source-free Domain Adaptation (SFDA)
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Motivation

Observation 1: Target features from source pretrained model already form some clusters
Motivation 1: We can adopt neighborhood clustering for target adaptation

t-SNE visualization

Premise: We already have the source-pretrained model



Motivation

Observation 2: Reciprocal neighbors are more likely to have the correct predicted label
Motivation 2: We should assign higher credit to reciprocal neighbors.



Method

Method overview:



Method

• Nearest Neighbor Retrieving

• Defining affinity by reciprocity

reciprocal

where 𝑟 = 0.1

Premise: We already have the source-pretrained model



Method

• Self regularization

It aims to avoid the negative impact of potential neighbors.

constant!

• Neighborhood clustering by prediction-consistency

To achieve target clustering with affinity as weight.

: index set of K nearest neighbor of feature i



Method

• Expanded neighborhood

• Diversity loss

Encouraging the prediction to be balanced to avoid degeneration solution.



Method

• Final objective



Experiment

• Results on Office-Home with ResNet50 as backbone

• Results on VisDA-C with ResNet101 as backbone



Experiment

• Results on PointDA (3D point-cloud dataset)



Experiment

• Ablation study on Office-Home and VisDA

Office-Home VisDA VisDA & Office-Home

: Removing duplication in expanded neighbors



Experiment

• Ablation study on Office-Home and VisDA

(a) (b)



Experiment

: ratio of features which have 5-nearest neighbors all sharing the same predicted label

: ratio of features which have 5-nearest neighbors all sharing the same correct predicted label



Experiment

• Runtime experiment on VisDA (with one TITAN-Xp)

Instead of storing all features, we store a fixed number of target features and 
prediction scores (as a queue, first in first out).



Conclusion

⚫ We propose to use neighborhood clustering to tackle source-free domain adaptation problem:
• Reciprocal and non-reciprocal neighbors
• Self regularization
• Expanded neighbors

⚫ State-of-the-art performance on several 2D and 3D point cloud datasets, without access to source data.
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