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Few-Shot Object Detection (FSOD)

Abundant base dataset
of base classes CB Detect objects of both

CB U C" in the test dataset

Few Shot
Detector

Scarce novel dataset of
novel classes CN

N-way-K-shot: N novel classes, each novel class has K annotated instances



Fine-turning-based Few-Shot Detector

Stage I: Base training
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Stage II: Few-shot fine-tuning

Fixed Feature
Extractor

e Shots

Few) Box Classifier

Box Regressor

Balanced set of classes CZ U CV:

Base set D? of classes CZ:
* Training feature extrator

* Training box predictor

| |
| |
| |
| |
| |
| |
| |
' l
i * Fix feature extrator :
! l
| Fine-tune box predictor i
|

l !
| |

Frustratingly Simple Few-Shot Object Detection (TFA) (ICML 2020)



Philosafy of the design of ft-based pipeline

Stage |l: Few-shot fine-tuning

(Few) —  Box Classifier

—> Box Regressor
Novel Shots

(Few)

 C(Class-agnostic components e Avoid over-fitting on small
* Encode rich base knowledge novel set DV

Frustratingly Simple Few-Shot Object Detection (ICML 2020)



Evil: Misclassification

Prediction Ground Truth
sheep 91%

* Fixed feature extractor can yield
similar feature representation of
texture similar objects

* The box classifier (a single fc) is
not able to accurately classify
similar objects




Motivation

1. Novel class cow is similar to single base class sheep
- Feature space of cow overlaps with sheep

—> Small inter-class separability

2. Novel class cow is similar to two base classes sheep
and horse

- Feature space of cow scatters across sheep and horse

— Large intra-class variances Ellipse: feature space of a base class



Our method: FADI

To alleviate the limitations, we propose a two-step fine-tuning framework:

1. Association: compact intra-class structure
* Similarity Measurement
* Feature Distribution Alignment

2. Discrimination: ensure enough inter-class separability
e Disentangling
» Set-Specialized Margin Loss




Conceptualization of Association

Cow

Align the feature distribution of each novel class with its most semantically similar class



Instantiation of Association

-| Pre-trained Base Class Novel Class
— aeroplane
Pseudo Label
FlreEn train  ===————- -> bus
|~
-_ bicycle
Frozen Witso ) f( cls) : Pseudo Label
— horse e - cow
/ Chorse—>cow
3. The classifier identifies novel class 1. Associate each novel class with its
as base class most sematically similar base class

4. Features of novel class shift toward l 2. Replace the label of novel class with
its associated base class its associated base label



Conceptualization of Discrimination

Separate the associated base and novel classes by disentangling and margin loss



Instantiation of Discrimination

Stepl: Association
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Set-Specialized Margin Loss

Cosine classifier: adopt cosine similarity to formulate the logit prediction

T-xTW, ePvi
pyi — # ) Syi — C )
EIRIL >0, on

Maximizing the score difference of different classes
C

Lo, = Z - log((syz‘ - Sj)+ + €),

j:l,j#@ﬂ/’
Inter-class margin: s, —s; —




Set-Specialized Margin Loss

Maximizing the score difference of different classes
C

Lo, = Z — log((syz. - Sj)+ + 6)7

J=1,57#Yy:

Introducing different margin to different class set

CB: base classes; C": novel classes C°: background classes



Effectiveness of FADI
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(a) TFA (b) Association (c) Discrimination

t-SNE visualization of feature distribution of TFA and our FADI



Overall Performance on Pascal VOC

Novel Split 1 Novel Split 2 Novel Split 3
Method / Shot Backbone 1 2 3 5 10 1 ) 3 5 10 1 ) 3 5 10
LSTD [2] | VGG-16 | 82 1.0 124 291 385|114 38 50 157 310|126 85 150 273 363
YOLOvV2-ft [29] 6.6 107 125 248 386 | 125 42 116 16.1 339 | 13.0 159 150 322 384
TFSRW [12] YOLOV2 | 148 155 267 339 472|157 153 227 301 405|213 256 284 428 459
TMetaDet [29] 17.1 19.1 289 350 488 | 182 20.6 259 306 415|201 223 279 419 429
TRepMet [13] | InceptionV3 | 26.1 329 344 386 413|172 221 234 283 358|275 31.1 315 344 372
FRCN-ft [29] 138 19.6 328 415 456 | 79 153 262 31.6 39.1 | 98 11.3 19.1 350 45.1
FRCN+FPN-ft [27 FRCN-R101 82 203 290 40.1 455 | 134 20.6 28.6 324 388 | 196 20.8 28.7 422 421
TMetaDet [29] 189 206 302 36.8 49.6 | 21.8 23.1 278 31.7 43.0 | 206 239 294 439 441
"Meta R-CNN [32] 199 255 350 457 515|104 194 29.6 348 454 | 143 182 275 412 48.1
TFA w/ fc [27] 36.8 29.1 43.6 557 57.0 | 182 29.0 334 355 390 | 277 336 425 48.7 50.2
ITFA w/ cos [27] 39.8 36.1 44.7 557 56.0 | 23.5 269 34.1 35.1 39.1 [ 30.8 34.8 428 49.5 49.8|
MPSR [30] FRCN-R101 41.7 - 514 552 618 | 244 - 39:2: 399 478 |:356 - 423 48.0 49.7
SRR-FSD [33 478 505 513 552 568 | 325 353 39.1 408 438 | 40.1 415 443 469 464
FSCE [22 44 43 8 4 619 634 | 27.3 295 435 442 50.2 419 4 4.6 R
IFADI (Ours) 50.3 548 54.21] 593 63.2 | 30.6 350 403 428 48.0 [|45.7 49.7 49.1 55.0 59.6

New SOTAonshot1,2,3and 1, 2, 3,5, 10 on splitl and 3, respectively



Superiority of semantic similarity over visual similarity

A cat sits on a chair A human rides a bicycle

 Co-occurrence can yield misleading visual similarity.
* Text semantic similarity is regardless of co-occurrance.



Thank you!



