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Whole Slide Image (WSI)

- Huge size (~50000×50000 pixels at 20×)

- Lack of pixel-level annotations

- Multiple resolution images

- Tissue to cell level information

Fig. 1 Whole slide image Fig. 2 WSI storage
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Multiple Instance Learning (MIL)

- MIL is a weak supervision problem

- Each bag contains an unequal number of instances

- Bag level label is known, instance label is unknown

Description of MIL problem

- All the instances in each bag are independent and 

identically distributed (i.i.d.)

Traditional assumption in MIL problem
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Correlated Multiple Instance Learning

Fig. 3 Difference between MIL attention mechanism and 

self-attention mechanism

Fig.4 The difference between different Pooling Matrix

- Difference: Consider the correlation and spatial information between different 

instances in a bag.
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Method

- Preprocessing :

- 1) Each WSI is cropped into a series of  256×256 non-overlapping patches, where 

background region (saturation<15) is discarded.

- 2) The feature of each patch is embedded in a 1024-dimensional vector by a ResNet50 

model pre-trained on ImageNet.

Fig. 5 Overview of our TransMIL
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Method

- Squaring of sequence：

- Square the length of the sequence, and add the class token, then reduce the dimension 

of each feature embedding from 1024 to 512.

Fig. 5 Overview of our TransMIL
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Method

- 1）Correlation modelling of the sequence 𝐇𝑆
𝓁 ← MSA 𝐇𝑆

- 2）Conditional position encoding and local information fusion     𝐇𝑆
𝑃 ← PPEG 𝐇𝑆

𝓁

- 3）Deep feature aggregation                                                           𝐇𝑆
𝓁+1 ← MSA 𝐇𝑆

𝑃

Fig. 5 Overview of our TransMIL
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Position encoding with PPEG

- Background : Zero padding can provide an absolute position information to convolution[1]

[1] How much position information do convolutional neural networks encode? In International Conference on 

Learning Representations, 2020.

Fig.6 Pyramid Position Encoding Generator (PPEG)
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Method

- Mapping of 𝕋 → 𝒴

- Use the class token to get the slide-level label of WSI

- ෠𝑌 ← MLP LN (𝐇𝑆
𝓁+1) 0

Fig. 5 Overview of our TransMIL
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Experiments and Results

CAMELYON16 TCGA-NSCLC TCGA-RCC

Accuracy AUC Accuracy AUC Accuracy AUC

Mean-pooling 0.6389 0.4647 0.7282 0.8401 0.9054 0.9786

Max-pooling 0.8062 0.8569 0.8593 0.9463 0.9378 0.9879

ABMIL[1] 0.8682 0.8760 0.7719 0.8656 0.8934 0.9702

MIL-RNN[2] 0.8450 0.8880 0.8619 0.9107 \ \

DSMIL[3] 0.7985 0.8179 0.8058 0.8925 0.9294 0.9841

CLAM-SB[4] 0.8760 0.8809 0.8180 0.8818 0.8816 0.9723

CLAM-MB[4] 0.8372 0.8679 0.8422 0.9377 0.8966 0.9799

TransMIL 0.8837 0.9309 0.8835 0.9603 0.9466 0.9882

Table 1: Results on CAMELYON16, TCGA-NSCLC and TCGA-RCC. 
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