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Research Questions.

1. Can stability and fairness
metrics be learned In
multi-player games?

Motivation. How can we
understand the contribution
of single agents Iin large

multi-agent systems?

Problem. Game theory
provides useful formalisms,
such as notions such as
fairness and stability,

pbut these are NP-hard.

Background
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2. Models generalize to larger games to some extent

1. Fairness & stability metrics |
(small decrease in performance as n > 10).

can be learned. Stabillity is
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