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StraCt I: Imput: threshold D > 0, regularization parameter \ > O 5 € (0, 1) and kernel function & (-, -).
o o _ | : . - - - - - 2: Initialize i ;(x) = 0,50.(x) = \/k(x, %), No(7) 0(i) =0,Vi € [N]: Sg =0, tiae = 0
We tackle the communication efficiency challenge of learning kernelized Prior works in linear bandits & challenges in extension to kernelized bandits 3: for round [ = 1,2, ....T do t
o L : : . o _ _ 4:  for clienti = 1?2, ...,N do
contextual bandits in a distributed setting. Despite the recent advances in Distributed linear bandits 5. [Clilem g] selects arm x; € A, according to Eq (3) and observes reward y;, where ¢ :=
communication-efficient distributed bandit learning, existing solutions are « Joint model estimation @ = A~ 'b ; E\égl —tlg +§1 7T . L7l (a(x0: S ) s
restricted to simple models like multi-armed bandits and linear bandits, which . - _ T dxd p — xT d : tent 1] updates £p, ;y:s,,,, 40u(0)iSu., A9 LDy (i, YD) USINE (BXE3 Sty ) i) SELS
P Communicate local updates of A = A1+ X'X e R4 b=X'yeR Ni(i) = N, 1 (i) U {t}, and D, (i) = D,_, (i) U {t}

hamper their practical utility. In this paper, instead of assuming the existence // Global Synchronization

: : —— 7: if the event U, (D) defined in Eq (4) is true then
of a linear reward mapping from the features to the expected rewards, we Regret R, Communication C; . (Clients Vi] sample 8. — RLS(A} (1), 4,57 ), and send { (. ) }scs, , (0 server
consider non-linear reward mappings, by letting agents collaboratively search , ~ : ' | -
- | | ppIing Y g .g . Aty _y [Wang et al., ICLR’ 20] O(d\/ﬁ log NT) 0(d3N1'5) 0: [Se'rver] aggregates and sends {(Xs_lj ys)}sESt back to z;_ll clients, where Sy = U;cn1S; .
In a reproducing kernel Hilbert space (RKHS). This introduces significant i and W AISTATS 22 10: [Clients Vi] compute and send {Z\y, 1.5, Zn, (1):5.> Zpv, (1):5, YN (i)} LO server
. N . o . . I and Wang, , ~ . N o7 | N o7 | :
challenges in communication efficiency as distributed kernel learning requires J , 0(dVNT log NT) 0(d3N?) L [Server| aggregates > ;_y Zy,(i).5, 2N ()50 2ui=1 L, (1):5,Y N, (7) and sends it back
: L : He et al., NeurlPS’ 22] 12: [Clients Vi] updates Z, . s Zp,(iy.s, and Z, .« yp,(i): sets Dy (i) = UN N (i) =
the transfer of raw data, leading to a communication cost that grows linearly 1] and f = 1 De(i); S 2o D (i);Se =t =
. . . . . . laSt T
w.r.t. time horizon T. We address this issue by equipping all agents to Distributed kernelized contextual bandits:
. . : : . - : _ T '
communicate V|a_1 a common Nystrom ernbeddmg that gets updated ad.aptlvely Assume f in RKHS: f(x) = ¢(x)76, Theoretlcal RGSUltS
as more data points are collected. We rigorously proved that our algorithm ¢: R* - RP is a known feature map [p is possibly infinite
can attain sub-linear rate in both regret and communication cost. 6, € R? is the unknown parameter To attain near-optimal regret Ry = O(VNT (||6. ||/ YNt + YNT)), OUr proposed
« Search for unknown reward function f in RKHS, which is a powerful tool solution requires C; = O(yx+N?) communication, where
for optimizing black box functions * yyr IS the maximum information gain, yyr = dlog NT for linear kernel,
PRI : : = log?*! NT for Gaussian kernel
Distributed Bandit Learning B o o | Pt = 98 o | - | |
Challenge: joint kernel estimation is communication expensive e under linear setting, it matches C; of dedicated distributed linear bandit
Foreachround|l=1,2,..,T  Empirical mean and variance algorithms [Li and Wang, AISTATS’ 22, He et al., NeurlPS’ 22] up to
For clienti =1,2,...,N indext: = NI~ 1)+ ) K T(K N O(log? NT)
« Client i; picks arm x, from set A, and observes reward fu,i(x) = Kp, (i) (%) ( Dy (i), De (i) T ) YDy (i)
ye = f(xe) + 1y : -2,/ T -1 Experiment Results
L . 0 i(X) = A kix,x)— Kp, »n(x) (Kp,(; N+ A) Kop, o (x
. Communication between the server and clients (%) (%, %) = Koy i) (%) " (Ko, (5).0() + M) Ko, (i) (%) P
where ) )
Regret & Communication ity grows linearly wr.t. T 7 e g B
) — ; — D ?/) E 00 §% £ 1%
e Rr =YN r,, where r, = max f(x) f(x;) Kp,@i)(x) = ®p,i)o(x) = [k(xs, X )]SED = RL - !/ £ a0 ﬁ;ﬁ—j ﬁ.f_;é};f::
. - T R D X D 0= ' " Round ' ' P " Round ' ' ) 0= ' " Round |
e (r:total number of real numbers transferred in the system Kop,i)D:(i) = ®p, i) ®D: (i) = [k(Xs»Xs’)]s,s’eDt(i) e RIPH(XIPe ()] R o R L e
Goal é Z:z:: —#— ApproxDisKernelUCB é ;: —#*— ApproxDiskernelUCB é Z:zz- —#«— ApproxDisKernelUCB
« Incur sub-linear C; w.r.t. T, while having near-optimal Ry = O(v/NT) Proposed Solution B . R
SiZ? Q(VJ%T), much more (a) MagicTelescope (b) Mushroom (¢) Shuttle
Client 1 Nystrom Approximation efficient to communicate
* Approximated mean and variance o
pull arm x, fir,i(x) = 2(x; S)T(ZﬂTDt(i);SZ’Dt(i);S +AI) 'ZE (i):8YDe (i), . ' FE
m ri(x) = A2 \/k(x’ x) — 2(x;5) ' Z D (i):8LDi(i )S[IlZ_D:(_) ;Z_D:(_) ;'/JF M|~ 2(x]S) ) | | Powd | | 20;— | Fond | |
where MES RS,
U Zp,().s € RIP:DIXISIis obtained by applying embedding function z(-) to ®p, —
Server Environment embedding function z(-) is shared by all N clients o o e & w0 ® @ @ w0
get reward y;, (a) MovieLens (b) Yelp
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