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Do Multi-Task Learning always benefits Generalization?
● Multi-Task Representation Learning aims at training a neural network encoders that 

could get representations that are informative to handle multiple tasks simultaneously.

Google T5 (Exploring the Limits of Transfer Learning 
with a Unified Text-to-Text Transformer, JMLR 2020)

Taskonomy: Disentangling Task 
Transfer Learning, CVPR 2018
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Do Multi-Task Learning always benefits Generalization?

● Many empirical results [1,2] show that there exist negative transfer when we train 
two tasks together, even if the two tasks are semantically correlated.

● Even with an over-parameterized model that achieves low training error, the final 
MTL generalization could be even worse than single-task learning.

[1] Which Tasks Should Be Learned Together in Multi-task Learning?”, Standley et al. ICML 2020.
[2] A Survey on Negative Transfer, Zhang et al. Trans Neural Netw Learn Syst.

https://arxiv.org/abs/1905.07553


Spurious Correlation Hurts Generalization

● Spurious Features are those non-causal to the target task, but often exists in 
the training dataset, mostly due to data selection bias.

Most cows appear in pasture.

More examples and discussions about spurious feature could be found in: Geirhos et al. Shortcut Learning in Deep Neural Networks

https://arxiv.org/abs/2004.07780


Spurious Correlation Hurts Generalization

● Model is prone to use these feature to fit training data, which hurts generalization [1, 2].
● Two types of spurious feature: 

○ independent to task-label (noise); 
○ spuriously correlate to label in training set, and the correlation may change in other dataset.

If a cow goes to the beach, is it still a cow?

[1] Understanding the Failure Modes of Out-of-Distribution Generalization. Nagarajan et al. ICLR 2021
[2] Removing Spurious Features can Hurt Accuracy and Affect Groups Disproportionately. Khani et al. FAccT 2021.



Existing Techniques to avoid using spurious features

● Adversarial Removal of Spurious Feature in Raw Data Input

● Learning Domain-Invariant Representation given multiple DomainFigure from “The Risks of Invariant 
Risk Minimization” Elan et al. 

[1] Balanced Datasets Are Not Enough: Estimating and Mitigating Gender Bias in Deep Image 
Representations. Wang et al. ICCV 2019.

[2] Bridging Theory and Algorithm for Domain Adaptation. Zhang et al. ICML 2019.

● Most existing works only 
study a single type of 
spurious feature (e).

● Gender, racial bias, 
environment, ……



Challenges of Spurious correlation in Multi-Task Learning

● the shared MTL model needs to encode all knowledge from 
different tasks, and causal knowledge for one task could be 
potentially spurious to the other.
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Illustrative Diagram of Causal Generative Model in MTL setting



Spurious Correlation in Single-Task Learning

● Spurious correlation in Single-Task 
Learning is mainly caused by 
factor-label confounders. 

● We could remove spurious factors 
from representation Z



Spurious Correlation in Multi-Task Learning

● Spurious correlation in Multi-Task 
Learning could be caused by 
label-label confounders.

● Factors for all tasks need to be 
encoded in share representation, 
and potentially spurious



Challenges of Spurious correlation in Multi-Task Learning



Empirical Analysis to study spurious correlation in MTL

● we use the gradient map to quantify how each task use the feature and spurious ratio





Empirical Analysis to study spurious correlation in MTL

● we use the gradient map to quantify how each task use the feature and spurious ratio

● By conducting analysis on Multi-MNIST dataset with spurious correlation in training set, 
we found MTL indeed utilize more spurious feature and influence performance.



Our solution: Multi-Task Causal Representation Learning
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● Motivated by the ground-truth causal generative process, we aim to use a 
neural model to learn the different data factors and causal relationship 
between tasks and these factors.



Our solution: Multi-Task Causal Representation Learning

Overall Workflow of MT-CRL:
● Aims to represent multi-task knowledge via disentangled neural modules

Input X

……
Module 1 Module 2 Module K



Our solution: Multi-Task Causal Representation Learning

Overall Workflow of MT-CRL:
● Aims to represent multi-task knowledge via disentangled neural modules
● Learn robust task-to-module routing graph weights via MTL-specific 

invariant regularization (force graph weights optimal across environments)

Task 1 Task 2 Task K……

……
Module 1 Module 2 Module K

task-to-module routing graph regularization:

Graph-invariant Risk Minimization (G-IRM)



Experiment Results of MT-CRL



MT-CRL can alleviate spurious correlation

Movie Name Type

Babysitters club the 1995, Children

Strip tease 1996, Comedy | Crime

All Strippers must die, Horro | Crime

Hangmen also die, Drama | War



MT-CRL can alleviate spurious correlation



Without MT-CRL (baseline):

With MT-CRL:



MT-CRL can learn cross-task similarity

MovieLens Taskonomy



Thanks for Listening~


