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Why is Explainable Al important?

Capturing unwanted bias in the data

Joy Buolamwini, Timnit

Gender Darker Darker Lighter Lighter Largest B
Classifier Male Female Male Female Gap Gebru, “Gender Shades:
Intersectional Accuracy
=. Microsoft 94.0% 79.2% 100% 98.3% 20.8% Disparities in Commercial
L I N e
Gender Classification
- -4 FACE** 99.3% 65.5% 99.2% 94.0% 33.8%
I I N
IEES 88.0% 65.3% 99.7% 92.9% 34.4%
I ———— = s ) e ey RN
93.6%
of error

B Microsoft

93.6% of faces misgendered by
Microsoft were those of darker subjects




Concept/Prototypical Self-Explainable Models

Self-Explainable Models: Provides explanations and labels at the same time.

Prototypical Self-Explainable Models: Learns representatives of the class

QuickDraw




Predicates for a self-explainable model

Self-
Explainable
Models
(SEMs)

Transparent



Predicates for a self-explainable model

Self-
Explainable
Models
(SEMs)

Transparent

Definition 1 An SEM is transparent if:
(i) its concepts are utilized to perform the downstream tasks
without leveraging a complex black-box model;
(i) its concepts are visualizable in input space



Predicates for a self-explainable model

Definition 2 An SEM is diverse if:
its concepts represent non-
overlapping information in the
input space. Self-
Explainable

Models
(SEMs)

Transparent



Predicates for a self-explainable model

Definition 3 An SEM is trustworthy if:
(i) the performance matches to that of
the closest black-box counterpart;

Self- (ii) the explanations are robust i.e., similar
Explainable images yield similar explanations,
Models (iii) the explanations represent the real
contribution of the input features to the
(SEMs) prediction.

Transparent



SENN
ProtoPNet
SITE

FLINT

ProtoVAE

Transparency

Diversity

Trustworthiness




ProtoVAE

Transparent architecture
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The input image x is encoded by f into a tuple (u, o). A vector 2z is sampled from A (u, o) which, on one side, is decoded by g
into the reconstructed input & and, on the other side, is compared to the prototypes ¢x; resulting in the similarity scores s. The
latter are passed through the classifier A to get the final prediction y.



ProtoVAE

Diversity and trustworthiness through loss

LProtoVAE — Epred + Lorth + EVAE
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Robust classification and reconstruction



Predictive performance

Black-box encoder FLINT SENN *SITE ProtoPNet ProtoVAE
MNIST 99.240.1 99.4+0.1 98.81+0.7 08.8 94.7+0.6 99.4+0.1
fMNIST 91.5+0.2 91.54+0.2 88.31+0.3 - 85.4+0.6 91.9+0.2
CIFAR-10 83.940.1 79.6+0.6 76.3+0.2 84.0 67.8+0.9 84.6+0.1
QuickDraw 86.7+0.4 82.6+1.4 79.31+0.3 - 58.7+0.0 87.5+0.1
SVHN 92.3+0.3 90.8+0.4 91.5+04 - 88.61+0.3 92.2+0.3

Results for accuracy (in %) for ProtoVAE and comparison with other state-of-the-art methods. *Results for SITE are taken from the original
paper and thus based on more complex architectures.



Global explanations

Prototypes learned for CelebA dataset with ProtoVAE
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Local explanations

Prototypical Relevance Propagation (PRP)
[S. Gautam, M. Hohne, S. Hansen, R. Jenssen, M. Kampffmeyer
“This looks more like that: Enhancing Self-Explaining Models by Prototypical Relevance Propagation”, 2021 arXiv.]
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Test Image  0.505 0.488 0.476 Test Image  0.234 0.230 0.228

Three maximally activated prototypes, the corresponding prototypical activations, and

corresponding similarity scores for a test image of class 5 (for MNIST) and apple (for
QuickDraw).



ProtoVAE: A Trustworthy Self-Explainable Prototypical Variational Model
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encoder decoder * A transparent probabilistic
self-explainable model.
= * Generates diverse and
S > h g trustworthy prototypical

explanations.
e Performs on-par or better
than existing self-
¢ ¢ explainable models as well
= e as black-box counterparts.
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