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Key Results

■ Key results: Identify/prove necessary & sufficient conditions for solving CIL. 

■ New CIL methods designed based on the theoretical results. They outperform 

strong baselines in both CIL and TIL settings by a large margin.
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CIL Decomposition

■ CIL problem can be decomposed into two subproblems: within-

task prediction (WP) and task-id prediction (TP)
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Upper Bound of CIL Loss

■ The loss of CIL is bounded by that of WP and TP

■ CIL improves with WP or TP
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Upper Bound of CIL Loss

■ TP and out-of-distribution (OOD) detection bound each other

■ The loss of CIL is bounded by that of WP and OOD
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Necessary Condition for CIL

■ We just showed that good performances of WP and TP or (OOD) 

are sufficient to guarantee a good CIL

■ This theorem shows that good performances of WP and TP (or 

OOD) are necessary for a good CIL
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Empirical Validation

■ OOD methods improve both WP and OOD (or TP)

■ We want to show that OOD improves CIL in two ways:

❑ Post-processing CIL models with OOD detection (ODIN)

❑ A TIL method + OOD detection (CSI)

7



A Theoretical Study on Solving Continual Learning

Empirical Validation

■ CIL accuracy increases and decreases 

by the OOD detection performance 

(AUC)
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Proposed Methods

■ Training existing TIL methods with a strong OOD detection method 

(CSI)

❑ HAT + CSI

❑ SupSup + CSI

■ Better OOD method (CSI) results in better CIL

9



A Theoretical Study on Solving Continual Learning

Proposed Methods - Comparison (CIL)

■ The proposed methods outperform the baselines by large margins
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Proposed Methods - Comparison (TIL)

■ The proposed methods are also superior in TIL
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Conclusion

■ Showed necessary and sufficient condition for good CIL 

performances

■ Agnostic to any specific implementation and applicable to any CIL 

problems (e.g., offline, online, blurry task, etc.)

■ Provided a principled guidance on how to design CIL algorithms

■ Proposed several CIL methods superior to strong baselines
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