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Background

https://www.automl.org/automated-algorithm-design/dac/ 2

Dynamic algorithm configuration (DAC) is a new trend in Auto-ML.

Algorithm Configuration (AC) Dynamic Algorithm Configuration (DAC)

[Eimer et al., IJCAI’21]



DAC has been found to outperform static methods on many tasks 
• learning rate tuning of deep neural networks
• step-size adaptation of evolution strategies
• heuristic selection of AI planning

Background

3

The task of DAC typically focuses on a single type of hyperparameter

However, due to the increasing complexity of real-world problem
modeling, there are many algorithms whose performance rests on 
multiple types of hyperparameters. 
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Multi-objective optimization problems (MOPs)
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🧐🧐 How to dynamically adjust multiple types of configuration 
hyperparameters of complex algorithm such as MOEA/D?

We propose MA-DAC, modeling the configuration of 
a complex algorithm with multiple types of hyperparameters as a

cooperative multi-agent problem,
where one agent works to handle one type of hyperparameter.



We consider a common-payoff, fully cooperative multi-agent setting
Different agents have different actions (heterogeneous)
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We analyze the formulation of contextual MMDP
• State
• Action
• Reward
• Transition
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We analyze the formulation of contextual MMDP
• State
• Action
• Reward
• Transition

Multi-agent RL for Multi-objective optimization (MaMo) benchmark



Experiment 

9

We investigate the following three research questions (RQs):
• RQ1: How does MA-DAC perform compared with the baseline and 

other tuning algorithms? 

• RQ2: How is the generalization ability of MA-DAC? 

• RQ3: How do the different parts of MA-DAC affect the performance?

Experimental results show the superior performance of MA-DAC
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1) To the best of our knowledge, MA-DAC is the first one to address dynamic 
configuration of algorithms with multiple types of hyperparameters. 

2) The contextual MMDP formulation of MA-DAC is analyzed, and experimental 
results show that the presented formulation works well and has good 
generalization ability. 

3) The instantiation of configuring MOEA/D in this work can be used as a 
benchmark problem for MARL.
1) The heterogeneity of MOEA/D's hyperparameters and the stochasticity of its 

search can promote the research of the MARL algorithms. 
2) Besides, the learned policies are useful for multi-objective optimization, 

which will facilitate the application of MARL. 

Thank you!
xuek@lamda.nju.edu.cn

Our code is available at 
https://github.com/lamda-bbo/madac
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