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Motivation

▶ Social media has become the fulcrum of all forms of communication. Oftentimes, the public
wisdom expressed through the social-media discourse acts as a surrogate of crowd-sourced view
and provides us with complementary signals.

Says Virginia Del. Mark Cole "wants 
schools to check children’s genitals before 
using bathroom."

Mark Cole filed a bill that would force schools to check the 
genitals of their students in order to ensure that they are using 
facilities reserved for their “anatomical sex:”. It’s hard to imagine 
any scenario that did not involve adults inspecting the genitals of 
children before using the bathroom.
Any student who willfully and knowingly violates this section 
shall be liable for a civil penalty not to exceed $50.
Local school boards shall develop and implement policies that 
require every school restroom, locker room, or shower room that 
is designated for use by a specific gender to solely be used by 
individuals whose anatomical sex matches such gender 
designation. Notably, it also provides for stigmatizing 
transgendered children by isolating them in a single person 
bathroom, which the Department of Justice ruled in June was a 
violation of the student’s rights.

Fake News Public Comments

Any guesses about what this bill would define as 
the "correct anatomical sex" for a person with 
XX/XY chimerism?

Well, anatomy does not always correlate with sex 
chromosome complement anyway, so would have 
to be visual inspection.

this is unenforceable in the day to day and will 
only be used to harass transgender people.

what about making sure politicians have a brain, a 
sense of compassion, a sense of decency before 
they're allowed to stand?

Tweet ID: 686944626029248512

Tweet ID: 686999233245741056

Tweet ID: 686941933806170116

Tweet ID: 686948959030525953

Figure 1: User comments act as analogous evidence for a fake news article.
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Problem Statement

▶ Classifying social texts such as fake news, rumour, sarcasm, etc. has gained significant attention. Public
discourse can be used in unison with the source posts to enhance these tasks.

▶ We hypothesise that such public discourse carries complementary and rich latent signals (public wisdom,
worldly knowledge, fact busting, opinions, emotions, etc.), which would otherwise be difficult to obtain
from just standalone source-post analysis.
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Public-discourse Encoder

▶ We parse the user comments into an AMR (Abstract
Meaning Representation) graph.

▶ The individual comment-level AMR graphs are merged
to form a macro-AMR, representing the global public
wisdom and latent frequencies in the discourse.

Why abstract meaning representation?

AMR abstracts away the syntactic representation i.e.
sentences with similar semantics will be assigned similarly
structured AMRs - helpful to capture the structural context.

What are frequencies here?

Frequencies isomorphically represent rich latent signals
(public wisdom, worldly knowledge, fact busting, opinions,
emotions, etc.) present in the public discourse.

Hyperbolic User Interpretation
Encoder

AMR Parsing and Merging

:SAME

:SAME
:COREF

:COREF

:COMMENT
:COMMENT

:COMMENT
:COREF
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Public-discourse Encoder
▶ We learn representations of the macro-AMR using a HGCN (Hyperbolic Graph Conv. Network).

▶ Our graph encoder stacks multiple hyperbolic GCN layers to perform message passing.

▶ The message passing in a HGCN layer can be shown as:

xℓ,Hi = σ
⊗Kℓ−1,Kℓ (AggKℓ−1((W ℓ ⊗Kℓ−1 x

ℓ−1,H
i )⊕Kℓ−1 b

ℓ))

▶ We take the mean of the node embeddings for nodes present in a subgraph to yield the
aggregated subgraph embedding.
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Hyperbolic Candidate Post Encoder

▶ We learn the source post content representations
through a hierarchical attention network in the
hyperbolic space.

▶ Word-level and sentence-level attention weights help
in determining the veracity of the news sentences,
which are later used for explainability.

▶ The word-level attention weights are then computed as
αit by:

αit = exp(−βwdL(c
L
w , h

L
′

it )− cw ) Hyperbolic Candidate Post Encoder
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Hyperbolic Candidate Post Encoder
▶ After capturing the hyperbolic attention weights, the semantic meaning of words appearing in the

same sentences is aggregated via Einstein midpoint:

sKw
i =

∑
t

[
αitγ

(
hK
it

)∑
l αilγ (hK

it )

]
; γ

(
hK
it

)
=

1√
1− ||hK

it ||2
=

1√
1− sinh2(rit )

cosh2(rit )

▶ Similar to the word-level encoder, Mobiüs-GRU units are utilized with aggregation using Einstein
midpoint to encode each sentence in the source post, yielding the final document level
representation.
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Bringing it all together!

▶ Next, we develop a hyperbolic
Fourier co-attention mechanism to
model the mutual influence
between the source social media
post (i.e., SP) and user comments
(interpretation) embeddings (i.e.,
GP), to learn pairwise attention
scores.

Why Hyperbolic Geometry?

The resultant Macro-AMR is highly
hierarchical. We wish to utilize powerful
hierarchical representation abilities of
hyperbolic geometry.

Hyperbolic User Interpretation
Encoder

Hyperbolic Fourier Co-Attention

Hyperbolic Candidate Post Encoder AMR Parsing and Merging

Feed Forward

:SAME

:SAME
:COREF

:COREF

:COMMENT
:COMMENT

:COMMENT
:COREF
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Hyperbolic Fourier co-attention

▶ The Fourier sublayer applies a 2D DFT to its (sequence
length, hidden dimension) embedding input – one 1D
DFT along the sequence dimension, Fseq, and one 1D
DFT along the hidden dimension, Fh.

SfP = expc
0

(
Fseq

(
Fh

(
logc0(S

P)
)))

GfP = expc
0

(
Fseq

(
Fh

(
logc0(G

P)
)))

Why Fourier transform?

Finding the dominant frequencies is within a signal, i.e. the
most common user interpretations and opinions from
discourse.
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Hyperbolic Fourier co-attention

▶ The affinity (proximity) matrix FE can be thought to
transform the user-interpretation attention space to the
candidate post attention space, and vice versa for its
transpose FE⊤.

FE = tanh
(
logc0

(
SfP⊤ ⊗c Wsg

)
⊗E logc0

(
GfP

))

Tr
an

sp
os

e

Fourier Transform

Transpose

Karish Grover NeurIPS 2022 13 / 25



Motivation Hyphen Architecture Experimentation Ablation Study Explainability

Hyperbolic Fourier co-attention

▶ By treating the affinity matrix as a feature, we can learn
to predict candidate post and user interpretation
attention maps HsP ∈ Hk×n

c and HgP ∈ Hk×m
c .

HsP = expc
0(tanh(log

c
0(Ws ⊗c S

fP⊕c

expc
0(log

c
0(Wg ⊗c G

fP))⊗E FE⊤))))

HgP = expc
0(tanh(log

c
0(Wg ⊗c G

fP⊕c

expc
0(log

c
0(Ws ⊗c S

fP))⊗E FE))))
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Hyperbolic Fourier co-attention

▶ We can then generate the attention weights of source
words and interaction users through the Softmax
function.

▶ asE ∈ R1×m and agE ∈ R1×n are the vectors of attention
probabilities for each sentence in the source story and
each user comment.

asE = softmax(logc0(w
⊤
hs ⊗c H

sP))

agE = softmax(logc0(w
⊤
hg ⊗c H

gP))
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Hyphen

▶ Finally, we generate the attention vectors through weighted sum of the derived attention weights
given by ŝE =

∑n
i=1 a

sE
i sEi and ĝE =

∑m
j=1 a

gE
j gE

j .
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Fourier Transform

Hyperbolic User Interpretation
Encoder

Hyperbolic Fourier Co-Attention

Hyperbolic Candidate Post Encoder AMR Parsing and Merging

Feed Forward

:SAME

:SAME
:COREF

:COREF

:COMMENT
:COMMENT
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Experimentation

Data-specific Baselines General Neural Baseline Hyphen
Task Dataset

Baseline1 Baseline2 Baseline3 HAN dEFEND BERT RoBERTa Euclidean Hyperbolic
Politifact 0.827 0.881 0.871 0.902 0.928 0.905 0.906 0.941 0.967
Gossipcop 0.603 0.673 0.682 0.778 0.755 0.762 0.772 0.781 0.816Fake News Detection
ANTiVax 0.872 0.865 0.908 0.833 0.935 0.942 0.939 0.937 0.945

Hate Speech Detection HASOC 0.591 0.634 0.698 0.614 0.657 0.641 0.648 0.702 0.713
Pheme 0.782 0.801 0.844 0.799 0.841 0.861 0.852 0.844 0.875
Twitter15 0.811 0.825 0.941 0.881 0.848 0.891 0.908 0.936 0.967
Twitter16 0.778 0.759 0.919 0.889 0.887 0.919 0.892 0.937 0.938

Rumour Detection

RumourEval 0.598 0.667 0.695 0.518 0.573 0.533 0.595 0.697 0.712
FigLang Twitter 0.681 0.741 0.752 0.721 0.757 0.797 0.801 0.812 0.822

Sarcasm Detection
FigLang Reddit 0.585 0.667 0.678 0.665 0.631 0.677 0.689 0.698 0.701

r

Hyphen-hyperbolic outperforms all the baselines!

The performance improvement over baselines is significant (4%; p < 0.005) on datasets like Politifact,
Gossipcop, and Twitter15. By incorporating public comments along with the social post, Hyphen shows
significant performance improvement over all the baselines.
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Figure 2: Performance comparisons (F1 score) of various baselines against Hyphen.
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Ablation study

We perform ablations with two variants of our model, namely Hyphen-hyperbolic and Hyphen-euclidean,
in which Hyperbolic and Euclidean represent the underlying manifold.

Effect of Fourier transform layer!

Including the Fourier transform layer to capture the most prominent user opinions about the source post and
the most common (latent) messages conveyed by the source post, boosts the overall performance of Hyphen.

Effect of hyperbolic space!

Hyphen-hyperbolic outperforms Hyphen-euclidean across all datasets, owing to the latent hierarchies in the
graph modalities used and the ability of Hyperbolic geometry to learn better hierarchical representations.

Effect of public wisdom!

We consider only source post, get rid of the co-attention block for this analysis, and keep the Fourier transform
layer to capture the latent messages in the post. The performance degrades on removing public discourse.
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Ablation study
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Figure 3: Ablation study for Hyphen-hyperbolic.
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Ablation study
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Figure 4: Ablation study for Hyphen-euclidean.
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Explainability

▶ Using the hyperbolic co-attention weights, Hyphen generates an implicit rank list of sentences
present in the source post, in the order of their relevance.

▶ Considering the Politifact dataset, we manually annotate sentences present in the source post,
based on their veracity and rank them w.r.t to their relevance.

▶ Finally, to evaluate the performance, we compare the correlation between the two rank lists.

Performance comparison!

The explanations produced by dEFEND
have almost no correlation to the
annotated rank list. On the contrary,
Hyphen shows a high positive correlation.

Model Kendall’s τ Spearman’s ρ
dEFEND 0.0231 ± 0.053 0.0189 ± 0.012
Hyphen-euclidean 0.4013 ± 0.072 0.4236 ± 0.072
Hyphen-hyperbolic 0.4983 ± 0.055 0.5532 ± 0.045

Model augmentation for Explainability!

We rule out the Fourier sub-layer from Hyphen for providing explainability. We cannot assert an
ordered mapping from the spectral domain to the embedding space.
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