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Intensive FP Operations in GBDT Training

 Histogram-based GBDT training

 Problems in current GBDT training algorithm

 Intensive arithmetic operations of 32/64-bit FP numbers, unable to exploit low precision computation

 Large histograms causes low cache utility

 Communication with 32/64-bit FP histograms when distributed training
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Quantize Gradients in GBDT

 Training of GBDT is based on gradient statistics

 Quantize 32-bit gradients 𝑔𝑖 and ℎ𝑖 into low-bitwidth integers ො𝑔𝑖 and ෠ℎ𝑖
 Accumulation of 𝐺leaf and 𝐻leaf can be done with lower cost (e.g., 8-bit, 16-bit, 32-bit)

σ𝑖 𝑔𝑖 , σ𝑖 ℎ𝑖 in each bin

• Histogram construction • Best split finding
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Quantized Training of GBDT

• Gradient Quantization: Equal-distance division of the gradient value range

• Algorithm pipeline
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Quantization Methods

 Quantization: Cast more values into fewer values
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• Round-to-nearest • Stochastic rounding



Analysis of Quantization Error

• Either the split won’t change prediction values much

• Or the split gain is well estimated with quantized gradients



System Implementation

• Hierarchical Histogram Buffers



System Implementation

• Packing Gradient and Hessian

Accumulate 𝐺 and 𝐻 in a single integer addition

Compared with vectorization for FP addition

 Vectorization without slowing down CPU frequency

 Applicable on GPU
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Accuracy of Quantized Training



Speedup of Quantized Training
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