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Learning on Graph Structured Data
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Choose G Costly — Need to be sample efficient!
p— * G ‘7oo
Observe y = [*(Gt) + € C': : — Model as a bandit problem
< Repeat /
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Problem Setting

J
hg,; € R? \ «
Finite set of undirected graphs with N nodes N/
Each graph has node features -
— \
+« Real-valued and regular - [ -
Invariant to node permutations I _ I

f(e-G) = £(G)

Can you use GNNs tolefficiently maximize such functions on such domains?

Bandit Objective g — Zthl (G = F*(Gy)

Sublinear if converges to maxima
Small if sample efficient
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How to use GNNs

1) Train fann(G;0) to estimate f*(G) 2) Use Vg fann to capture the
uncertainty over these estimates
. . ) V& (G -1V G
i 1(G) = fann(G; 0, 1) o21(G) = SN (rp gy, ) VNG

3) Use confidence sets as a guide to choose actions

Ci—1(G,9) = [fu—1(G) £ Biot—1(G))]

Because:
GNN confidense sets are valid if the used network is
wide enough, i.e. with high probability
f*(G) € C:—1(G,)9), VG eg
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Our algorithm

GNN-PE > Has episodic structure
> Uses C;—1(G,0)

» To maintain set of plausible maximizer graphs
> To choose the next graph

Suppose t* € Hy and has a bounded norm.
If the used GNN is wide enough, then with high
probability

~ 2d—1 1
Ry =0 (T log T)
log(N) and /log(|G|) dependency

Naively using Neural UCB gives

ETHzirich TSN

[ Results ] 5




Experiments

Domain: Erdos-Rényi random graphs
Objective: Sampled from GP(0, kgnn)
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v Outperforms NN methods Checkout the paper for more

v' Scales well to domains of large graphs
v' Scales well to large domains of graphs
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Thank you.
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