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Graph Convolutional Network (GCN[1])

GCN exhibits a structural unfairness.
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• Node degrees of real-world graphs often follow a long-tailed distribution.



Graph Contrastive Learning (GCL)

• GCL integrates the power of GCN and contrastive learning.
• GCL relieves GCN from annotations, and displays SOTA performance in many tasks.
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Will GCL present the same structure unfairness as GCN?
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Investigation and Analysis
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Exploring the Behavior of Graph Contrastive Learning on Degree Bias

• A smaller performance gap exists in GCL methods than that of GCN.
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Why is graph contrastive learning fairer to degree bias?



Analysis on the Structural Fairness of Graph Contrastive Learning

p Preliminary Notations
• Let be a graph, is node feature matrix.

• The edges can be represented by an adjacency matrix .

• Assume the augmentation set consisting of all transformations on topology.
• Positive samples generated from ego network of node denoted as .

• Here we focus on topological augmentation and single-layer GCN

• We consider a community indicator

• The error of community indicator can be formulated as

• we denote as nodes with ε-
close representations among graph augmentations.
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Analysis on the Structural Fairness of Graph Contrastive Learning

p Theoretical Analysis
• Assume the nonlinear transformation has M-Lipschitz continuity

• Graph augmentations are uniformly sampled with m augmented edges

• Let there be a ball of radius βm such that for any augmentation
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Relation between the intra-community concentration and the alignment of positive pairs



Analysis on the Structural Fairness of Graph Contrastive Learning

p Theoretical Analysis
• Define the augmentation distance between nodes as the minimum distance between

their pre-transformation representations

• Introduce the definition of -augmentation to measure the concentration of
pre-transformation representations
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Analysis on the Structural Fairness of Graph Contrastive Learning

p Theoretical Analysis
• Assume that the representation is normalized by and let

• Bound the inter-community distance and the error of the community indicator
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alignment of positive pairs1

concentration of representations2

GCL conform to a clearer community structure



The Proposed Model
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Overview

Aim to increase intra-community edges while decreasing inter-community edges

p Tail nodes
• Interpolate the ego network

of the anchor tail node with
that of a similar node.

p Head nodes
• Purify the neighborhood by

similarity-based sampling.
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Graph Augmentation

p Topology Augmentation
• We build the similarity matrix based on cosine similarity of representations

• For any tail node , we sample a node from the distribution .
• The similarity is used as the interpolation ratio

• For each head node , we define the similarity distribution for purification

• We sample neighbors without replacement.

p Feature Augmentation
• We randomly sample a mask from a Bernoulli distribution
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Optimization Objective

• Node representations and from different graph augmentations form the positive pair.

• Node representations of other nodes in graph augmentations are regarded as negative pairs.

• We define the pairwise objective for each positive pair[1] as

where is a temperature parameter, and the critic is defined a .

• The overall objective to be maximized is the average of all positive pairs
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[1] Yanqiao Zhu, Yichen Xu, Feng Yu, Qiang Liu, Shu Wu, and Liang Wang. Deep Graph Contrastive Representation Learning. In ICML Workshop.



Experiments
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Node Classification
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GRADE outperforms all baselines in most cases regardless of tail nodes or head nodes.



Fairness Analysis

• We define the group mean as the mean of degree-specific average accuracy
• The bias is the variance.
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GRADE reduces the bias across all datasets and maintain the highest group mean.



Visualization
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GRADE pulls same-community node representations more concentrated.



Conclusions
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New insights for structural fairness
We are the first to discover that GCL methods exhibit more structural
fairness than GCN. This discovery inspires a new path for alleviating
structural unfairness based on contrastive learning.

01

Deeper understanding for graph contrastive learning
We theoretically validate the reason for structural fairness in GCL is
that it stimulates intra-community concentration.

02

A novel framework
We propose a method GRADE to further improve the structural
fairness by enriching the neighborhood of tail nodes while purifying
neighbors of head nodes.

03
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Thanks for listening!

E-mail: wangruijia@bupt.edu.cn

code & data: http://shichuan.org/
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