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Collaborative Learning

▸ Massive amounts of data are naturally

dispersed over numerous clients. Each

client only has limited data.

▸ Collaborative learning is a promising

paradigm that enables the clients to

learn models through collaboration.

▸ Two settings

Central Server

Client 1 Client NClient 2

Centralized model: return one single model for all clients● Centralized model : return one single model

for all clients

Central Server

Client 1 Client NClient 2

Personalized model: return different models for different clients● Personalized model : return different models

for different clients
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Motivation

▸ Centralized model

One single model may perform badly on clients whose distributions are different from the

average distribution.

▸ Personalized model

Learning personalized models is impractical when the number of clients N is very large

since this costs unaffordable computational resources.

▸ Can we return K (K ≪ N) appropriate models for N heterogeneous clients and expect

that the returned models have comparable performance to personalized models?
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Setting

▸ Preliminaries

● Clients {C1, . . . ,CN} with distributions {D1, . . . ,DN}

● Each client Ci has access to mi examples Si = {(xi
1, y

i
1) , . . . , (xi

mi
, yi

mi
)} drawn from Di

● Total number of examples M = ∑N
i=1mi

▸ Collaborative learning scenario

● Train the model over the weighted union of all samples Sα = ∑N
j=1 αjSj

● The model for Ci can be learned by minimizing L̂αi(h) = ∑N
j=1 αijL̂Sj (h) with collaboration

vector αi = (αi1, . . . , αiN) ∈∆N
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Theoretical Analysis

Theorem (Generalization Bound)

Let H be the hypothesis space with VC-dimension d. Denote h⋆i = argminh∈HLDi(h) and
ĥαi = argminh∈H L̂αi(h). For any given δ ∈ (0,1) and ∀i ∈ {1, . . . ,N}, with probability at

least 1 − δ:

LDi(ĥαi) − LDi(h⋆i ) ⩽ 2
N

∑
j=1

αijdH(Di,Dj) + 2µ

¿
ÁÁÁÀ

N

∑
j=1

α2
ij

mj

√
8(d log(2M) + log 8

δ
).

Here dH(Di,Dj) = suph∈H ∣LDi(h) − LDj(h)∣ is the Integral Probability Metrics (IPM).
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Theoretical Analysis

Theorem (Optimal Collaboration Vector)

Let Ξj
i = dH(Di,Dj) and λ = µ

√
8(d log(2M) + log 8

δ
). For client Ci, sort {Ξ1

i , . . . ,Ξ
N
i } in

ascending order to get {Ξσ(1)
i , . . . ,Ξ

σ(N)
i }. The optimal α⋆i for client Ci is given by

α⋆ij =
⎡⎢⎢⎢⎢⎣

mj(ζ −Ξj
i )

∑q⩽qi mσ(q)(ζ −Ξσ(q)
i )

⎤⎥⎥⎥⎥⎦+
.

Here [⋅]+ =max(⋅,0), ζ is the larger root of equation ∑q⩽qi mσ(q) (ζ −Ξσ(q)
i )

2
= λ2, and

qi = argmax
t

{t∣ζ ⩾ Ξσ(t)
i ∧ (∑

q⩽t
mσ(q)Ξ

σ(q)
i )

2

⩾ (∑
q⩽t

mσ(q))(∑
q⩽t

mσ(q)(Ξσ(q)
i )2 − λ2)}.

▸ ĥα⋆i
with respect to the optimal α⋆i is referred as the personalized model for client Ci
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Collaboration Partners

▸ In the directed graph A, α⋆ij > 0 means Cj is

beneficial to Ci. Clients with similar incoming

edges are called collaboration partners since

they need similar contribution from other clients.

▸ Intuitively, collaboration partners should be in the

same group. We could probably return the same

model for C1,C2,C3,C4 while it is inappropriate

to return the same model for C4,C5.
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In graph A = (V,E), ∣V ∣ = N , node i denotes

Ci and the weight of edge from j to i is α⋆ij .
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For the General Case

▸ Collaboration with Modularity Maximization

● Construct matrix U to evaluate the incoming-edge similarity among clients

U =D−βinAATD−βin

● Use Modularity as the objective function to evaluate the quality of group partitions

Q(G) = 1

2W
∑
i,j

[wij −
didj
2W
] δ(gi, gj)

● Relax the modularity maximization problem as a SemiDefinite Programming

max ∑
M+

Mijνi ⋅ νj + ∑
M−

−Mij (1 − νi ⋅ νj)

s.t. νi ⋅ νi = 1,∀i ∈ {1, . . . ,N}; νi ⋅ νj ⩾ 0, ∀i ≠ j,
νi ∈ RK ,∀i ∈ {1, . . . ,N}.
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For the General Case

▸ Collaboration with Modularity Maximization

● Find reasonable group partitions by solving the SDP

Given matrix U, let Q(G) be the modularity value of the group partition G obtained by

solving the SDP using rounding techniques. Then Q(G) > κOPTQ(G) − (1 − κ) where
κ = 0.766 is the approximation factor.

● Detect bad clients

Edge eij ∈U is a weak edge if its weight wij < 1
N
. A group is divided into several disjoint

parts after removing all weak edges within the group. Clients do not belong to the largest

part are bad clients. Bad clients cannot be provided with good performance guarantee.
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For the General Case

▸ Collaboration with Modularity Maximization

● Number of bad clients

Given the group partition G = {G1, . . . ,GK} returned by Algorithm ACLMM, assume

Nk ⩾ 2
√
Zin,∀k ∈ {1, . . . ,K}. Let Nmin =mink Nk, then ∣B∣ ⩽

Nmin−
√

N2
min

−4Zin

2
, where

Zin ⩽ N
2(N−1) [

N2−KN
K

− 2W ((κ + 1)OPTQ(G) − K−1
K
)].

● Theoretical guarantee

Let G = {G1, . . . ,GK} be the group partition returned by solving the SDP. ĥαGk
is the

model returned by Algorithm ACLMM for client Ci in group Gk. upp(ĥαGk
) is the upper

bound of the expected risk of ĥαGk
and upp(ĥα⋆

i
) is the upper bound of the expected risk

of the personalized model ĥα⋆
i
. The following result holds except for the bad clients in B:

upp(ĥαGk
) − upp(ĥα⋆

i
) ⩽ O

⎛
⎝
η(1 − τ)

√
N

N − 1
⎞
⎠
.
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For the Special Case

▸ Collaboration with Clustering

● Potential structures

There exists a potential partition P⋆ = {P ⋆1 , . . . , P ⋆K} s.t.
Φ(P) = ∑K

k=1∑Ci∈Pk
d (α⋆i , ᾱk) is small. Assume that

{α⋆1, . . . ,α⋆N} satisfy (1 + γ, ϵ)-approximation-stability

property.

● Detect bad clients

d̄ = 1
N
OPTΦ(P) is the average distance. d⋆ = γd̄

ϵt
is the

critical distance. Ci is the bad client if d1(α⋆i ) ⩾ d⋆ or

d2(α⋆i ) − d1(α⋆i ) ⩽ t
2
d⋆.
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The example here has better structures

than the aforementioned example.
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For the Special Case

▸ Collaboration with Clustering

● Number of bad clients

Let P = {P1, . . . , PK} be the group partition produced by Algorithm ACLC. Then

∣B∣ < (6 + t
γ
)βϵN where t > 2 and β > 1 are given constants.

● Theoretical guarantee

Let P = {P1, . . . , PK} be the group partition produced by Algorithm ACLC. ĥαPk
is the

model returned by Algorithm ACLC for client Ci in group Pk. upp(ĥαPk
) is the upper

bound of the expected risk of ĥαPk
and upp(ĥα⋆

i
) is the upper bound of the expected risk

of the personalized model ĥα⋆
i
. The following result holds except for the bad clients in B:

upp(ĥαPk
) − upp(ĥα⋆

i
) ⩽ O (

γOPTΦ(P)
ϵtN

) .
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Experimental Results
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▸ The model learned with ACLMM performs

better than the centralized model and is

comparable to the personalized model.

1 2 3 4 5 6 7 8 9 10
Client index

80

82

84

86

88

90

92

94

96

98

100

Ac
cu

ra
cy

Centralized
Personlized
ACLC

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
Client index

20
25
30
35
40
45
50
55
60
65
70
75
80
85
90
95

100

Ac
cu

ra
cy

Centralized
Personlized
ACLC

0 2 4 6 8 10121416182022242628303234363840424446485052
Client index

20
25
30
35
40
45
50
55
60
65
70
75
80
85
90

Ac
cu

ra
cy

Centralized
ACLC

▸ The model learned with ACLC performs much better than the

centralized model and is comparable to the personalized model.

▸ The gap between the model return by ACLC and the personalized

model is small.
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Thank you!
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