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1. CodeRL improves pretrained LMs for program synthesis by 
incorporating unit test signals in model training 
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2. CodeRL improves program generation by re(generating) 
programs based on their initial example unit test results  
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3. We extend CodeT5 with larger pretraining data, better 
pretraining objective, and larger model size 

Pretraining Data

GitHub Code dataset

Pretraining Objective

Next token prediction

Model Size

Up to 770M



We evaluate CodeRL on two benchmarks: one with competitive 
programming tasks and another with beginner-level 
programming tasks

APPS MBPP



CodeRL achieves new SoTA performance in programming tasks 
in both APPS and MBPP (zero-shot) 

APPS MBPP



CodeRL models show improvement over baseline models by 
generating more functionally correct programs 
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In summary, CodeRL is a general framework that integrates 
pretrained LMs and RL holistically for program synthesis 

RL framework Pretrained LMs such as CodeT5
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