
An In-depth Study of Stochastic Backpropagation

Jun Fang, Mingze Xu, Hao Chen, Bing Shuai, Zhuowen Tu, Joe Tighe
AWS AI Labs

Code: https://github.com/amazon-research/stochastic-backpropagation

1

https://github.com/amazon-research/stochastic-backpropagation


Outline

• Motivation
• Method 
• Design Strategies
• Generalizability

2NeurIPS 2022 - SBP © 2022, Amazon Web Services, Inc. or its affiliates.



Motivation

• Scaling up models
• gains higher accuracy 
• but requires more GPU memory usage 

• Stochastic Backpropagation (SBP) 
• is a memory efficient training method
• saves up to 40% of GPU memory for image recognition
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Stochastic Backpropagation (SBP)

• SBP calculates gradients by using only a subset of feature maps
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Feature maps at yellow 
locations are used for 
SBP gradient calculation
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Stochastic Backpropagation (SBP)

• 𝑑𝑊(standard SGD) = 
𝑑𝑊!""# (SBP) + 𝑑𝑊$%&#

• We observe that 𝑑𝑊!""#

(SBP) are highly correlated 
(measured by cosine 
similarity) with 𝑑𝑊 (SGD)
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Implementation

6NeurIPS 2022 - SBP © 2022, Amazon Web Services, Inc. or its affiliates.



Design Strategies – Gradient Keep Mask
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• Grid-wise mask has higher accuracy
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Design Strategies – Gradient Keep Mask
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• Grid-wise mask has stronger correlation
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Design Strategies – Keep-ratio

• Sweet spot at keep-ratio = 0.5
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Design Strategies – Keep-ratio

• Uniform keep-ratios method has best accuracy and correlation
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Design Strategies – Drop Method on MHSA

• Dropping gradients on all QKV has best accuracy and correlation
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Generalizability – ImageNet Classification

• SBP can save up to 40% of GPU memory with 0.6% of accuracy drop
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Generalizability – COCO Object Detection

• SBP can save 30% of GPU memory with 0.7% of accuracy drop
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Summary

• SBP calculates gradients by using only a subset of feature maps
• Design Strategies
• Gradient keep mask
• Gradient keep ratio
• Gradient drop method on MHSA

• Generalizability
• Image classification
• Object detection
• Save up to 40% of GPU memory
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Thank you!

• Code: https://github.com/amazon-research/stochastic-backpropagation

• Please reach out to junfa@amazon.com if you have any questions!
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