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Overview

The effect of the spherization layer

Original network Spherized network

 Background & Problem

 Inner product disperses information to scale and angles

 Using only a factor loses information in re-using or 

analyzing representations

 Motivation

How to address the dispersion problem?

→ Learning representations using only the angles!

 Spherization Layer

A layer to replace an ordinary layer in the network for learning representations on the hyperspherical surface

The main effects from the spherization layer are as below

 address the dispersion problem

 maintain the training ability of original models

 outperform in the tasks where the angle-based metric is crucial
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Problem

 Is it real that the dispersion induces information loss?

Comparison with Angle-based Approach on Image Classification with CIFAR10

# err. number of errors in overlapped samples

# ovlp. number of overlapped samples

ratio ratio of # err. to # ovlp.

Large proportion of representations suffer the dispersion problem as ignoring the Euclidean norm by projection, 

and considerable errors are caused by the overlapped representations
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Spherization Layer

 An explicit solution for the dispersion to completely eliminate the interference of the norms in training without drawbacks

 Locate all representations 

onto a constrained region on 

the hyperspherical surface

 Train hyperplanes passing 

through the origin to learn 

representations with only the 

angles
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Spherization Layer

 An explicit solution for the dispersion to completely eliminate the interference of the norms in training without drawbacks

(1) Angularization function

converts pre-activations to angles

(2) Conversion-to-Cartesian 

converts spherical coordinates 

to Cartesian coordinates

(3) No-bias Layer 

determines decision boundaries 

by using only the angles
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Spherization Layer

(1) Angularization

Converting Pre-Activation to the Angular Coordinate

Tailoring Angular Representation Space

Scaling Pre-Activations

𝛗 ∈ 0, 𝜋/2

𝛗 ∈ 𝜑𝐿, 𝜋/2

𝛼

To reduce concentration onto the small region by scaling pre-activations
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Spherization Layer

(2) Conversion-to-Cartesian

Calculation Trick

Implementation as a tensor operation requires the trick as below
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Spherization Layer

(3) No-bias Training

Effect of Bias Elimination to Training

In the ordinary layer, the problem of bias elimination is that 

hyperplanes passing through the origin cannot be shifted 

to another parallel hyperplanes

However, the problem disappears when all feature vectors 

are located on the (n+1)-spherical surface
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Experiments

 Functional Correctness Test on a Toy Task
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Experiments

 Retention of 

Training Ability 

on Image Classification 

Benchmarks
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Experiments

 Analysis

: Gradient Flows
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Experiments

 Downstream Tasks: Visualization
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Experiments

 Downstream Tasks: Word Analogy Test & Few-shot Learning
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Conclusion

 Contributions

• To address the dispersion problem, we propose the spherization layer to 

represent all feature vectors on the hyperspherical surface and learn the representations with only 

the angles

• We validate the wide-applicability and scalability of the spherization layer without any loss of 

performance through experiments on various well-known networks

• We empirically show that the spherization layer can be used in many applications 

in which angular similarity is a critical metric.



Thank You

hoyong.kim.21@gm.gist.ac.kr

https://github.com/GIST-IRR/spherization_layer


