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Active Learning
Goal: Maximizing the model performance while minimizing labeling costs

→ Querying the examples that look maximally-informative

“Making an AL algorithm = Making a good query strategy”
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• Uncertainty-based

➢ Querying the example that is least certain by the current model

e.g., Softmax Confidence (CONF), Bayesian Disagreement (BALD), Learning Loss, …

• Diversity-based

➢ Querying the example that best represents the entire data distribution

e.g., Pre-clustering, Coreset, …

• Hybrid

➢ BADGE, BatchBALD, …

Summary of Standard AL Approaches
𝑥𝐿𝐶
∗ = argmax

𝑥
1 − 𝑝𝜃( ො𝑦|𝑥)

Coreset
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Open-set Active Learning: a more practical setup

• An unlabeled set consists of only in-distribution examples? → NO
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➢ Unlabeled data collected from casual data curation processes, e.g., web-crawling, 

inevitably contains open-set noise, so called out-of-distribution (OOD) examples

→useless for a target task 
= waste of the labeling budget!



Importance of Handling OOD in AL
• OOD examples are usually uncertain & diverse, thus often being queried

• This wastes the labeling budget and significantly degrades AL performance

5

Datasets: [In: CIFAR10, OOD: SVHN] , Noise Ratio : 50%

→ Hinders the usability of AL in real-world applications!
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• CCAL (ICCV'21)

➢ Learns two contrastive learners for calculating informativeness and OODness, respectively

➢ Combines the two scores into a final query score using a heuristic balancing rule

• SIMILAR (NeurIPS’21)

➢ Selects a pure and core set of examples by maximizing the distance coverage on the entire 

unlabeled data and jointly minimizing the distance coverage to the already labeled OOD data

Recent Open-set AL Approaches
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→ Focus on increasing purity of a query set by effectively filtering out OOD examples



• Increasing Purity ↔ Losing Informativeness → Trade-off!

• The optimal trade-off changes according to AL rounds & noise ratios!

Purity-Informativeness Dilemma
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“Should we focus on the purity throughout the entire AL period?”



Meta-query-net (MQ-Net)

• To find the best balance between purity and informativeness

• Learns a meta query-score function 𝛷(𝑧𝑥; 𝒘)

• Uses each round’s query set as a self-validation set

• Can incorporate most existing AL scores and OOD scores



Objective of MQ-Net

• Pairwise ranking loss according to the masked cross entropy

• Output priority: 1) Informative IN examples first and 2) IN examples > OOD examples

• Stable optimization with skyline regularization

9

From a query set 𝑆𝑄
(unseen for 𝜃)

High loss firstIN>OOD 

Skyline regularization 
(to preserve order dominance w.r.t purity & informativeness)



Architecture of MQ-Net

• Non-negative weights MLP

➢ Preserving order dominance between two examples w.r.t. purity and informativeness

➢ Being attributed to the properties of non-decreasing activation functions

➢ [Implementation] Applying a ReLU function for each parameters 𝒘 (=differentiable)
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→ Achieve the skyline constraint without any complex loss-based regularization! 
⟹



Active Learning with MQ-Net

• Can incorporate any 

AL score 𝑄(𝑥) and OOD score 𝑂(𝑥)

• 𝑃 𝑥 = Exp(Normalize(−𝑂(𝑥)))

• 𝐼 𝑥 = Exp(Normalize(𝑄(𝑥)))
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Overall ProcedureMeta-input Conversion



Experiments
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• MQ-Net achieves the best accuracy for all datasets

• MQ-Net is the most robust to any noise ratios

• In conclusion, MQ-Net finds the best trade-off 

between purity and informativeness

• On three datasets (CIFAR10, CIFAR100, ImageNet50) with varying noise ratios (10%, 20%, 40%, 60%)



Takeaway & Ablation Studies
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1. When the AL round progresses,

Purity (early) → Informativeness (late)

2. When the noise ratio increases,

Informativeness (small) → Purity (high)



THANK YOU
Any Question?


