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AI in sociotechnical system

Source: https://www.vecteezy.com/vector-art/2207767-health-risk-assessment-blue-gradient-concept-icon 

Candidate evaluations for job positions
Health risk assessment

Driven by AI algorithms
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Algorithmic Discrimination

Obermeyer et al., 366 Science 447 (2019)

Medical AI
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Group Fairness

No prediction disparities in different demographics.
- Age, gender, race, hospital……
- No unified definitions.
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Trivial Fair Decision

Source: https://en.wikipedia.org/wiki/Coin_flipping

Coin flipping can trivially achieve fair 
prediction.

- For any job application, the offer is 
random.

The prediction should be informative!
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Desiderata in fair learning 

- Informative.

- Learning the utility of the data
- Fair

- No prediction disparities

Possibility to simultaneously achieve these two?
Depending on fairness notion.
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Group sufficiency

Example in Health AI

- Al algorithms predict the health-care score for each patient.

- Higher score -> Sicker 

(need to transfer to ICU)

Obermeyer et al., 366 Science 447 (2019)
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Calibration Bias (Example in Health)
Black 

Patients 
White

Patients 

Algorithm’s 
Prediction

Ground Truth

Low 
Risk

Low 
Risk

High 
Risk

Low 
Risk

Low 
Risk

High 
Risk

Severity of Black patients is under-estimated. Obermeyer et al., 366 Science 447 (2019)
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Formal definition

■ Group sufficiency: 𝐸 𝑌 𝑓 𝑋 = 𝐸[𝑌|𝑓 𝑋 , 𝐴]
■ Mitigate bias across multiple (or many) subgroups
■ Limited data within each subgroup
■ Learning data utility with comparable accuracy
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Proposed algorithm (informal)

1. 𝑄: fair and informative predictor.
2. 𝑆!, 𝑆" , 𝑆#: different subgroup (e.g., data from different ages)
3. 𝑄!, 𝑄" , 𝑄# :  subgroup specific predictors
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Step One

Fix 𝑄 (the fair and informative predictor.)

-> Learn 𝑄!, 𝑄" , 𝑄# from 𝑆!, 𝑆" , 𝑆# and Q (shared prior information).

Return: 𝑄!, 𝑄" , 𝑄#
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Step Two

Fix 𝑄!, 𝑄" , 𝑄# (the subgroup specific predictor.)

-> Learn 𝑄 (shared prior information) from 𝑄!, 𝑄" , 𝑄# to be closed as possible. 

Return: 𝑄

Theoretically prove a fair and informative predictor (see paper).
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Application (Toxic comments recognition)

Source: https://arxiv.org/pdf/2012.07421.pdf

- Predict the comment being toxic 
or not.

- Machine Learning algorithms 
showed biased results on the 
different races.
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Application (Toxic comments recognition)

Accuracy

higher accuracy
lower sufficiency gap

Our 
Framework

Different demographics

small sufficiency gap for each group
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Application (Amazon reviews)

Source: https://arxiv.org/pdf/2012.07421.pdf

- Predict the star from the review.

- Machine Learning algorithms showed 
biased results on different clients.
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Application (Amazon reviews)

Accuracy

comparable accuracy 
lower group sufficiency gap

Our 
Framework

Different clients

small group sufficiency gap for each client
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Conclusions
■ A novel provable framework:

- Mitigate group sufficiency bias;
- Preserve the utility of data;

Thank you!


