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C2FAR: Overview

• C2FAR networks implicitly define a piecewise-uniform continuous density; we use special Pareto 

densities in (unbounded) extreme high/low bins, enabling handling of unbounded (infinite-scale) data

• We use C2FAR within a RNN for probabilistic forecasting, achieving state-of-the-art accuracy

Problem: more precision ➔ more bins ➔
more parameters

C2FAR: Exponentially more precision ➔
linearly more parameters

Prior generative models for numeric data: 

• use parametric density, e.g. negative binomial (for 

discrete data), Gaussian (for continuous), or

• bin (discretize) data, use a softmax distribution:

C2FAR (Coarse-to-Fine Auto-Regressive) networks: 

• bin (discretize) data hierarchically, first generating a 

coarse bin (from coarse softmax), then a finer bin 

conditional on the coarse bin, etc., autoregressively



Related Work

Continuous data:

• Binned forecasting models (Rabanser et al., 2020) with “spliced” Pareto 

tails (Ehrlich et al., 2021)

Discrete data:

• Multi-stage likelihoods with zero-inflation (Seeger et al., 2016)

• WaveRNN’s dual softmax (Kalchbrenner et al., 2018)

Non-numeric data:

• Hierarchical softmaxes in language modeling (Morin & Bengio, 2005)

C2FAR generalizes and unifies prior work in modeling numeric data.



Autoregressive Probabilistic Forecasting (DeepAR)

Salinas et al., 2020

• Train a global sequence model on a dataset of related time series.



Autoregressive Probabilistic Forecasting (DeepAR)

????????

1. Generate next-step sample via 1-step-ahead output distribution

Inference Method

2. Autoregressively feed back in sampled output as new input

3. Repeat steps 1. and 2. to generate one prediction roll-out

RNN RNNRNNRNNRNNRNNRNNRNNRNN



Autoregressive Probabilistic Forecasting (DeepAR)

Generate many rollouts to obtain Monte Carlo estimate of full joint probability of future: 



Autoregressive Probabilistic Forecasting (DeepAR)

Generate many rollouts to obtain Monte Carlo estimate of full joint probability of future: 

From which we can get desired forecast 

quantiles for downstream decision making.



Parametric Densities

?

Problem: Real data across one dataset rarely 

follows a single parametric distribution.



Time series have challenges not present in text/images

Practitioners advised to 

choose an output distribution 

appropriate for your dataset

• But different time series 

seem to require different 

output distributions

C2FAR solves this by 

generating precise 

distributions of arbitrary 

shape, without prior 

knowledge

Unbounded/unknown 
dynamic range

Trend, multiple 
seasonality

Arbitrary, multi-modal 
distributions

Mix of continuous and 
discrete data



C2FAR Probabilistic Forecasting (C2FAR-RNN)
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Synthetic Distribution Recovery

 Unlike prior work, C2FAR-RNN has no problem fitting any 

given synthetic data distribution (continuous, discrete, etc.).

IQN-RNN (Gouttes et al., 2021) SQF-RNN (Gasthaus et al., 2019) C2FAR-RNN



Forecasting Accuracy

 Smaller

absolute error

 Superior

forecast quantiles

 Better-

calibrated tails
C2FAR:

New dataset

of cloud demand, 

released with 

paper



Forecasting Quality

 C2FAR-RNN generates better forecast quantiles, 

suggesting higher-fidelity rollouts (better samples)



Summary

C2FAR: turns generative modeling into a sequence of classifications over a 

hierarchical, discretized representation.

Code is available at https://github.com/huaweicloud/c2far_forecasting

https://github.com/huaweicloud/c2far_forecasting

