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⇒   Scrambling (“kiss and separate”)
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(also see: A recurrent neural network without chaos [Laurent and von Brecht’ 16]

              |Random_RNN(x) - Random_RNN(y)|

1. Random RNNs exhibit “scrambling” phenomena



Scrambling Phenomena & Li-Yorke Chaos (1975)

Let             be a compact metric space and let                        be a continuous map. 
Two points                  are called proximal if:

Two points                  are called asymptotic if: 

A set                is called scrambled if                               , the two points are 
proximal but not asymptotic.



2. RNNs vs FNNs, under small noise perturbations
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Complexity of Linear Regions in Deep Networks [Hanin, Rolnick ’19]
Benefits of Depth in Deep Neural Networks [Telgarsky‘ 16]
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2. RNNs vs FNNs, under small noise perturbations





FNNs lost expressivity 
(#linear regions) !



2. But, what happens if we add noise in RNNs ?
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RNNs remain expressive (#linear regions) !

n compositions

2. But, what happens if we add noise in RNNs ?



Can we explain this RNNs-vs-FNNs contrast?



RNNs exhibit scrambling phenomena 
under standard (e.g., He) random initialization 

with probability p (small, but constant)
independent of their width

1. RNNs exhibit “scrambling” phenomena

2. RNNs remain highly expressive
even after small perturbations (contrary to FNNs)



Consider                                    initialized with He normal initialization

                                  for sufficiently large                ,       is Li-Yorke chaotic with 
probability at least   , independent of the width.

Theorem 1: RNNs may exhibit Chaos at Initialization



Theorem 2: Order-to-Chaos Transition for RNNs

For                                  we get 3 regimes as we sweep the init. variance:

1.                                       

2.  

3.



We consider the above RNN family with He normal initialization:

● But also, other initializations, or different architectures, activations.
● Experiments suggest that “Chaos is Robust”.

Empirical Verification: Chaos under multiple initializations



Why do we care about Period 3? ⇒ Li, Yorke 1975:



Construction is now irrelevant. Focus on period-3 points
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Depth-Width Trade-offs for ReLU Networks via Sharkovsky’s Theorem [Chatziafratis, Nagarajan, Panageas, Wang’20]
Better Depth-Width Trade-offs for Neural Networks through the lens of Dynamical Systems [Chatziafratis, Nagarajan, Panageas’20]

Expressivity of Neural Networks via Chaotic Itineraries beyond Sharkovsky's Theorem [Sanford, Chatziafratis’22]
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KEY Difference: RNNs vs FNNs
1. Random Perturbation is Done Once in RNNs
2. For FNNs, “fresh” randomness is sampled for parameter.
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RNNs:

FNNs:

A Convergence Theory for Deep Learning via Over-Parameterization [Zeyuan Allen-Zhu ’19]


