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2. Contributions: 
• Reformulate the operation selection in DARTS by approximating its influence on

the supernet with Taylor expansions, interpreting how the validation performance
changes when selecting different operations without any additional fine-tuning.

• Theoretically reveal the operation strength is not only related to the magnitude
but also the second-order information, and accordingly derive a fundamentally
new criterion to measure the operation sensitivity, called Influential Magnitude.
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Fig.1 Pictorial depiction of discretization in DARTS.

With Theorem 1, we first devised a DARTS-IF framework for operation selection.

1. Background: 

• Influence functions: is a classic technique from robust statistics that reveals how
model parameters change as we upweight or perturb a specific training sample,
which has been applied in explaining many modern machine learning applications.

In this way, we only consider an infinitesimal change on α as Theorem 2.

With Theorem 2, we observe the relationship between                     , and 
proposed an Influential Magnitude to measure operation sensitivity  for the 
operation selection in DARTS.

• The discretization of DARTS: DARTS
considers heuristic methods to derive the
final architecture, usually to select the
operations with the highest magnitudes,

.

• DARTS leverages continuous relaxation to convert intractable operation selection 
problem into a magnitude optimization problem with a bi-level formulation:

(1)

Rather than deleting a single data point that only brings small changes on the model
parameters, we leverage the second-order approximation to reveal the supernet weights
change in DARTS. With second-order Taylor expansion on for , we have:

and based on the implicit function theorem, we have the following theorem.

The following Corollary1 shows a large change on α brings more error in estimation.

With Definition 1, we first devised a DARTS-IF for operation selection in DARTS.

For a large neural network, it is impractical to calculate the second-order information, 
e.g., the Hessian matrix H, let alone the inverse of Hessian. Generally, the core 
challenge in calculation of Eq.(5) and Eq.(7) is the Inverse-Hessian Vector Products 
(IHVPs). In this paper, we consider the Neumann series and Sherman-Morrison 
formula to approximate the IHVPs, as shown in Lemma1 and Lemma 2.

We conducted experiments on NAS-Bench-201, NAS-Bnech-1shot1, and DARTS space.

Then we analyze the batch size N, hyperparameter      and track performance of the 
derived architecture during the search.


	Interpreting Operation Selection in Differentiable Architecture Search: A Perspective from Influence-Directed Explanations

