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Summarization Task

Source text Summary



Summarization Task
• Applications: headline generation


• Granularities: 

Single-document summarization

Multi-document summarization 

Sentence-level summarization


Generate summaries for an input sentence


Example: The amphibia, which is the animal class to which our 
frogs and toads belong, were the first animal to crawl from the sea 
and inhabit the earth -> The first animals to leave the sea and live 
on land were the amphibia. 
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ROUGE scores being sensitive to the summary 
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Background
• Length control for text summarization


Has real-world applications

ROUGE scores being sensitive to the summary 
length (Itsumi et al., 2020)


• Previous length-control methods

Only controlling number of words in summaries


Cannot explicitly control summary length



Our Approach
• Overview


1) Non-autoregressive model

2) Character-level length-control algorithm

Character-level length-control algorithmNon-autoregressive 

model 



Our Approach
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Our Approach
• Non-autoregressive model


Encoder-only architecture

Utilizing source—target correspondence

   suitable for summarization


Generating at different output slots in parallel

High inference efficiency

Local predicted probabilities


	 	 dynamic programming for length control

Independent probability 




CTC Loss
• Non-autoregressive mode generates the output of the 

same length as the input, which can not be summary

Padding the target with empty ε


Example: I  like reading     books

 I like reading books


• CTC (Graves et al. 2006)  Training objective: MLE 

- Computed by dynamic programming

ϵ ϵ ϵ ϵ ϵ
⇒



Our Approach
• Character-level length control


Based on dynamic programming 

Formulating length control as a Knapsack problem


	 	   Number of characters in a word as the weight 

	 	   Predicted log-probability of a word as the value	



Dynamic programming
• Divide the lengths into buckets for efficient inference

 lth bucket cover the length ranging from α · (l − 1) + 
1 to α · l characters



Dynamic programming
• Divide the lengths into buckets for efficient inference.

 lth bucket cover the length ranging from α · (l − 1) + 
1 to α · l characters


•Recursion Variables: 

   as the most probable s-token sequence that is 
reduced to a summary in the lth length bucket
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Dynamic programming
• Recursive steps 
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Dynamic programming
• Recursive steps 

•    

•    

•         s Recursive Steps 

•  Update recursion variables 



Experiments
• Gigaword



Experiments
• DUC2004



Experiments
• Human evaluation



Experiments
• Length-transfer generation


Generating summaries of different numbers of characters 

than the training target



Thank you!
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