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Motivation

Q: Teaching Complexity  ⩻ VC-Dimension  
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GM-Collusion-freeness

● GM-Collusion-free :        
         (informally) Adding more consistent examples shouldn’t change
         learner’s hypothesis [Goldman, Mathias 1996]
         Smallest: NCTD [Kirkpatrick et al. 2019] ⩻ VC-Dimension (open    
         question)

● Beyond GM-Collusion-freeness
         What about the importance of examples?
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Importance: example [Zilles, Lange, Holte, Zinkevich 2011]
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Desirable Properties of Teaching Models

1. Class monotonicity
2. Domain monotonicity
3. Antichain property
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Subset Teaching Dimension [Zilles, Lange, Holte, 
Zinkevich 2011]

Table 2: STD properties
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Class Monotonicity Domain Monotonicity Anti Chain Property ≦ VCD ≦ RTD

no no yes no no



A Variant of Subset Teaching Dimension
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Table 3: STDmin properties

Class Monotonicity Domain Monotonicity Anti Chain Property ≦ VCD ≦ RTD

yes yes yes yes yes


