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Reinforcement Learning

Learn to interact with an unknown environment through trial and error

Goal: Find a policy 7 to maximize the value (cumulative infinite-horizon discounted reward)

Action: a,

Value: V7 := [E[ry + yr| + y2r2 + ...] ; a = n(s)

Agent Unknown
environment

Discount factor
State observation: s,
Reward: r,
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Constrained Reinforcement Learning

Maximize the reward value subject to a constraint — _ _

mMax V;.Z St VZF Z b ,é”'-‘ -
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Button: Pr

Example: . ——
r : task reward a > o . J 6.8.8.
C : negative “energy used” (constraint reward) : e C 8 8. 8.
------- g -8 g -3
Maximize task reward while keeping energy use below i N N
threshold. S e
(Malik et al, 2020) (Ma et al, 2021)



Constrained Markov Decision Processes

-States: &’; Actions: &f
-Rewards: r, , € [0,1]

- State transitions: P(s’| s, a)

- Constraint rewards: ¢, , € [0,1]
» Constraint threshold: b

0.1

*Initial state distribution: p
*Discount factor: y € (0,1)
Policy:m: & >




Constrained Markov Decision Processes
max V(p) S.t. VIi(p) = b
- x

Initial state distribution




Constrained Markov Decision Processes
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Initial state distribution

Compared to MDPs,
Optimal policy might need to randomize

e-optimal policy 7 Vf(ﬂ) > V;k(ﬂ) —C Optimal policy changes with p

Optimal policy & value: 7, V*(p)



Constrained Markov Decision Processes
max V(p) S.t. VIi(p) = b
- x

Initial state distribution

Compared to MDPs,
Optimal policy might need to randomize

e-optimal policy 7 Vf(ﬂ) > V;k(ﬂ) —C Optimal policy changes with p

Optimal policy & value: 7, V*(p)

Feasibility Assumption: { := max V7 (p) — b > 0

T T

Slater constant



Sample complexity of planning

Generative model

The agent can obtain samples from P( - | s, a) for every (s, a)

r

5. Cs.q 1S known at all (s, a) pairs, but P is unknown



Sample complexity of planning

Generative model

The agent can obtain samples from P( - | s, a) for every (s, a)

r

5. Cs.q 1S known at all (s, a) pairs, but P is unknown

Q: How many samples are needed from the generative model to
output policy 7 such that:

1. Relaxed Feasibility: Vf(p) > V*(p) — € and Vf(p) >b—c

2. Strict Feasibility: V/(p) > Vi(p) — e and Vi(p) > b



Sample complexity of planning - Existing Bounds

1

M D PS Eﬁectivell—lorizon = 1,

Lower Bound: Q(H3SA 6—2) [Azar et al’ 2013]

Upper Bound: G(H 3SA 5—2) [Sidford et al. 2018, Agarwal et al. 2020, Li et al. 2021}
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1

M D PS Effectivell—lorizon = 1,

Lower Bound: Q(H3SA 6—2) [Azar et al’ 2013]

Upper Bound: é(H 3SA 5—2) [Sidford et al. 2018, Agarwal et al. 2020, Li et al. 2021}

CMDPs:
Trivial Lower Bound: Q(H>SA ¢~?) (since MDPs are a special case of CMDPs)

Upper Bound:
é(H352A 6_2) [HasanzadeZonuzy et al 2021]

é(HSSA 6—2) [Ding et al 2021]

1. Relaxed Feasibility:

2. Strict Feasibility: O(H°SA ¢ > ~?) [Baietal 2022,
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Sample complexity of planning - Our results

1. Relaxed Feasibility
Upper Bound: Model-based algorithm that requires O (H 3SA€_2) samples
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Sample complexity of planning - Our results

1. Relaxed Feasibility
Upper Bound: Model-based algorithm that requires O (H 3SA€_2) samples

2. Strict Feasibility

[ ower Bound:

Forany o € (0,1), ¢ € [0,H], there exists a CMDP with Slater constant { such that
any (¢, 0)-algorithm requires Q(H °SA 6_25_,' _2) samples

Upper Bound: Model-based algorithm that requires O (H SSAG_zé’ _2) samples



