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Introduction
q Federated Learning (FL) refers to the decentralized and privacy-preserving machine learning 
framework.

q There is often distribution shift among the clients’ data.

q However, FL techniques often only focus on performance on the source domains/clients, not
how the model generalize to an unseen domain under some distribution shifts.

q For example, if K clinical institutions in the US and UK collaborate to train a model with their 
decentralized data, the goal for the model is not only to perform well on their data distribution, 
but also to generalize to unseen target data (e.g., from a different country).
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Introduction
q In this paper, we incorporate the Domain Generalization (DG) problem into the FL setting to 
tackle this generalization issue.

q A common and successful method for DG is representation alignment. However, existing 
works require sharing and comparing data among domains, which is not allowed in FL.

q We propose approaches for implicit alignment, that completely respect the the privacy aspect 
of FL.

q In particular, we propose to learn a simple representation of the data, with a L2-norm 
regularizer and a conditional mutual information regularizer. 

q We also show that these regularizers help to implicitly aligns the representation.
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Problem Setting
q Representation learning framework:
q Representation mapping: 𝑝(𝑧|𝑥)
q Classifier: �̂� 𝑦 𝑧

q Predictive distribution: 𝔼!(#|%)[�̂� 𝑦 𝑥 ]

q Loss per datapoint (𝑥, 𝑦): − log𝔼!(#|%)[�̂� 𝑦 𝑥 ]

q Local loss function of a client/domain 𝑖 with data distribution 𝑝'(𝑥, 𝑦)
𝔼!!(%,)) − log𝔼!(#|%)[�̂� 𝑦 𝑥 ]

q Global loss over all client:
1

𝑛_𝑐𝑙𝑖𝑒𝑛𝑡𝑠8
'

𝔼!!(%,)) − log𝔼!(#|%)[�̂� 𝑦 𝑥 ]
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Approach
q The conventional loss function of FL (previous slide) only focus on performance on the source 
clients 𝑖’s.

q To learn a generalizable representation, we propose to use common regularization techniques 
to restrict the complexity of the representation, hoping that it would learn essential information 
and ignore spurious correlation.

q We also show both theoretically and empirically that these regularizers leads to better 
marginal and conditional representation alignment.

5



Approach: L2-norm Regularizer
q We regularize the l2-norm of the representation:

ℓ)*+, = 𝔼-*(.) 𝔼-(/|.) 𝑧 +
+

q Connection to marginal alignment of the representation (details in our paper).
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Approach: Conditional Mutual Information
q We minimize a tractable upper bound of the conditional mutual information 
𝐼)(𝑥, 𝑧|𝑦):

ℓ)
012 = 𝔼-*(.,4) 𝐾𝐿 𝑝 𝑧 𝑥 |𝑟(𝑧|𝑦)

With 𝑟(𝑧|𝑦) being a learnable variational distribution.

q Connection to conditional alignment of the representation (details in our 
paper).
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Results
Quantitative:
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Results
Qualitative: Our method leads to better alignment of the representation.
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