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Classifying any input with 
the specific trigger attached 

to a targeted class

Backdoor neuron(s) that is 
responsible for detecting trigger

Behave normally on 
benign samples
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Goals:

• Mitigate the effect of trigger.

• Maintain normal performance on benign samples.

Defense by pruning:

• Find the (potential) backdoor neurons.

• Set their weights to zero to remove the backdoor.

Backdoor Defense

×

3



Consider a neural network 𝐹𝐹(𝑥𝑥;𝜃𝜃) (also write as 𝐹𝐹(𝑙𝑙)) with 𝐿𝐿 layers, denote:

for 1 ≤ 𝑙𝑙 ≤ 𝐿𝐿, where 𝑓𝑓 𝑙𝑙 is a linear function in 𝑙𝑙𝑡𝑡𝑡 layer and 𝜑𝜑 is a non-linear activation function. 

We denote 𝑥𝑥(𝑙𝑙) = 𝐹𝐹 𝑙𝑙 (𝑥𝑥) ∈ ℝ𝑑𝑑𝑐𝑐
(𝑙𝑙)×𝑑𝑑ℎ

(𝑙𝑙)×𝑑𝑑𝑤𝑤
(𝑙𝑙)

as the output of the 𝑙𝑙𝑡𝑡𝑡 layer. 

For the 𝑘𝑘𝑡𝑡𝑡 neuron, the pre-activation 𝜙𝜙𝑘𝑘
(𝑙𝑙) = 𝜙𝜙(𝑥𝑥𝑘𝑘

(𝑙𝑙)) is defined as the maximum value of the 𝑘𝑘𝑡𝑡𝑡 slice 
matrix of 𝑥𝑥(𝑙𝑙).

Preliminary: Pre-activation Distribution

𝐹𝐹 𝑙𝑙 = 𝑓𝑓 𝑙𝑙 ∘ 𝜑𝜑 ∘ 𝑓𝑓 𝑙𝑙−1 ∘ ⋯ ∘ 𝜑𝜑 ∘ 𝑓𝑓(1)
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Previous research: 
The existence of backdoor-related neurons.

Our empirical observation:

Two Gaussian-like pre-activation distributions with 
significant different moments formed by benign 
samples and poisoned samples, respectively.

Motivation

Backdoor neuron Benign neuron
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Assume that in backdoor neurons, the pre-activation distribution follows a mixture of two different 

Gaussians; while in the benign neurons, the difference between distributions formed by benign and 

poisoned samples can be omitted:

𝜙𝜙𝑘𝑘
(𝑙𝑙) ∼ 1 − 𝜌𝜌 𝒩𝒩 𝜇𝜇𝑘𝑘

𝑙𝑙 ,𝜎𝜎𝑘𝑘
𝑙𝑙 2 + 𝜌𝜌 𝒩𝒩 �𝜇𝜇𝑘𝑘

𝑙𝑙 , �𝜎𝜎𝑘𝑘
𝑙𝑙 2

Main Assumption: Gaussian Mixture Distribution

Benign neurons Backdoor neurons 6



Proposed Methods: Entropy-based Pruning (EP)

Poisoned dataset
Low differential entropy of 

pre-activation distributions

• Two similar Gaussian 
distributions

Benign 
Neurons

• Bimodal Gaussian 
distribution

Backdoor 
Neurons

Large differential entropy (close to 

standard Gaussian distribution).

Relatively smaller differential entropy.

Standardize

𝒉𝒉(𝝓̇𝝓𝒌𝒌
𝒍𝒍 ) < 𝒉𝒉(𝝓̇𝝓𝒌𝒌′

𝒍𝒍 ) ≤ 𝒉𝒉(𝒁𝒁)

Characteristic of backdoor neurons

Propagation
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Proposed Methods: BN statistics-based Pruning (BNP)

benign dataset

Mismatched statistics between

BN records 

and benign pre-activations
Propagation

Benign neuron Backdoor neuron

Characteristic of backdoor neurons
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Proposed Methods: BN statistics-based Pruning (BNP)

We calculate the KL divergence (under Gaussian assumption) between the distribution 

approximated by benign sample’s statistics and the BN induced distribution to identify 

the backdoor neurons:

DKL 𝓝𝓝samlple
(𝒍𝒍) ,𝓝𝓝BN

(𝒍𝒍)

𝒌𝒌
> DKL 𝓝𝓝sample

(𝒍𝒍) ,𝓝𝓝BN
(𝒍𝒍)

𝒌𝒌′
= 𝟎𝟎

The equality holds when our assumption on the Gaussian mixture distribution holds.
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Summary on Pruning Strategy

1. If we have access to the poisoned dataset:
• Calculate the standardized pre-activation differential entropy for every neuron, and let ℎ 𝑙𝑙 =

ℎ 𝜙̇𝜙1
𝑙𝑙 , ℎ 𝜙̇𝜙2

𝑙𝑙 , … ,ℎ(𝜙̇𝜙
𝑑𝑑𝑐𝑐

(𝑙𝑙)
𝑙𝑙 )

T
.

• Set 𝜏𝜏ℎ
(𝑙𝑙) = �ℎ(𝑙𝑙) − 𝑢𝑢ℎ � 𝑠𝑠ℎ

(𝑙𝑙), and prune the neurons with differential entropy less than 𝜏𝜏ℎ
(𝑙𝑙).

2. If we have access to a benign dataset:
• Calculate the KL divergence between benign sample distribution and BN induced distribution 

K𝑘𝑘
(𝑙𝑙) = DKL 𝒩𝒩samlple

(𝑙𝑙) ,𝒩𝒩BN
(𝑙𝑙)

𝑘𝑘
for every neuron, and let K 𝑙𝑙 = K1

(𝑙𝑙), K2
(𝑙𝑙), … , K

𝑑𝑑𝑐𝑐
(𝑙𝑙)

(𝑙𝑙)
T

.

• Set 𝜏𝜏K
(𝑙𝑙) = �K(𝑙𝑙) + 𝑢𝑢K � 𝑠𝑠K

(𝑙𝑙), and prune the neurons with KL divergence larger than 𝜏𝜏K
(𝑙𝑙).

Here 𝑢𝑢ℎ/𝑢𝑢K are the only hyperparameter in our methods, and we set it to 3 as default.
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CIFAR-10

Tiny-ImageNet

Quantitative Results
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Running time evaluation: tested on a single RTX 2080Ti GPU

Quantitative Results

Evaluation on samples used for BNP

Even with 10 samples, BNP can 

successfully capture the difference 

between the two distributions and 

locate the backdoor neurons.
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Varying Threshold Hyperparameter 𝒖𝒖

Wider window with high ACC and 
low ASR means the choice of 

hyperparameter is more robust.

Ablation Studies

13



Varying Poisoning Rate

Dataset: CIFAR-10      Network: ResNet-18

Ablation Studies
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Ablation Studies
Pruning Sensitivity: Are We Pruning the Backdoor Neurons?
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Summary
We find:

In the backdoor neurons, the discrepancy between distributions formed by benign samples and 

poisoned samples is obviously larger than that in the benign neurons.

We Propose:

Entropy-based Pruning (EP)

• With poisoned dataset.

BN Statistics-based Pruning (BNP)

• With benign dataset.

Good Performance; High Efficiency; Robust to Hyperparameter.
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Pre-activation Distributions Expose Backdoor Neurons

Thank You!
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