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Multi-view Subspace Clustering Revisit

Subspace Clustering: given a dataset 𝑿 = 𝒙1, 𝒙2, ⋯ , 𝒙𝑛 ∈ 𝑅𝑘×𝑛 , with n data
points and k features, the self-expression based subspace clustering problem can be
defined as

where 𝒁 ∈ 𝑅𝑛×𝑛 is the similarity graph of data points, and 𝛼 is a trade-off parameter.

Multi-view Subspace Clustering: when data is presented in multiple view
{𝑿 1 , 𝑿 2 , ⋯ , 𝑿 𝑚 }, we can easily extend the above formula to a multi-view version:



Multi-view Subspace Clustering Revisit

Drawbacks of existing methods:

• Real-world datasets are usually sampled from a nonlinear low-dimensional manifold. But existing

clustering methods do not consider the manifold topological structure.

• Existing clustering methods usually adopt predefined similarity graphs as input. The graph learning

and subsequent multi-view clustering are separated. Thus the constructed graph may not be suitable

for the subsequent clustering.



Multi-view Subspace Clustering on Topological Manifold

Our contributions:

• We argue to explore the implied data manifold by learning the topological relationship, and

propose to integrate multiple affinity graphs into a consensus one with the topological relevance

considered.

• Our method is a unified framework which combining affinity graph constructing, topological

relevance learning, and label partitioning. And each subtask can be enhanced in a mutual

reinforcement manner.

• An effective alternating iterative algorithm is carefully designed to solve the optimization problem

of the proposed model. Experimental results on several benchmark datasets demonstrate the

effectiveness of our method.



Multi-view Subspace Clustering on Topological Manifold

Topological Manifold Learning:

We propose to learn a more suitable manifold topological structure, such that the intrinsic similarities

can be explicitly uncovered.

Given a predefined similarity graph 𝒁 ∈ 𝑅𝑛×𝑛, we investigated the topological structure of data by

solving

where 𝛽 is a balance parameter, i, j, and k are data point indexes.

𝑺 represents the target topological relationship matrix, and 𝑺𝑖𝑗 denotes the data point j’s topological

relevance to i.



Multi-view Subspace Clustering on Topological Manifold

With the multi-view subspace representation, connectivity constraint, and normalize

term, the final objective function is:

where 𝑤𝑣 is the weight of v-th view, 𝐃(𝒗) is the degree matrix of 𝐒(𝒗), 𝐋𝑆 is the Laplacian matrix of 𝐒,

and rank (𝐋𝑆) = 𝑛 − 𝑐 is a rank constraint that manipulates the target graph 𝐒 containing exactly 𝑐
connected components.



Optimization Algorithm

Since the corresponding optimization problem is not jointly convex in all variables,

we choose to solve it by updating one variable while fixing other variables.



Experimental Results

We evaluate the proposed method on

seven benchmark datasets, compared

with ten state-of-the-art methods.

Our proposed method achieves the

best clustering results in the majority

of cases, and the improvement is

remarkable.
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Experimental Results

Convergence Study



Experimental Results

We visualize the target graph learned by different methods, our model almost

achieves a pure structured graph with a much clear clustering structure.



Conclusions

➢ In this paper, we propose to explore the implied data manifold by learning the topological relationship

between data points.

➢ To do so, we integrate multiple affinity graphs into a consensus one with the topological relevance considered.

➢ An alternating iterative algorithm is designed to solve the optimization problem of the proposed model.

The experimental results show that:

• manifold topological structure is suitable and beneficial for multi-view subspace clustering tasks;

• our model is quite robust with respect to different parameter settings;

• the proposed optimization algorithm is very efficient and converges fast.

➢ In the future, we are interested in extending the proposed model to other machine learning framework, such

as semi-supervised learning and deep learning.
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