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Motivation

Existing embedded topic models generally hold the Euclidean embedding 

space assumption, leading to a fundamental limitation in capturing 

hierarchical relationships given that

• The lexical hierarchy naturally exists for the words of vocabulary 

• A semantic hierarchy is also expected between topics and words



Motivation

Hyperbolic geometry has shown superior performance in modeling 

hierarchical data, with the tree-likeness property of its distance metric. 



Approach

Embed both words and topics into a shared hyperbolic space instead of 

Euclidean space, so that the hyperbolic distance metric can be used to 

measure the semantic similarity between topic and words. Note that

• 𝜷𝑘 ∈ ℝ𝑉: distribution of words for the k-th topic

• 𝜶𝑘 ∈ ℝ𝐷: vector representation of the k-th topic

• 𝝆 ∈ ℝ𝐷×𝑉: word embeddings of the vocabulary

Inner product for Euclidean embeddings, 

replace it with distance metric for 

hyperbolic embeddings. 

𝜷𝑘 = Softmax dist 𝝆, 𝜶𝑘



Implicit semantic hierarchy mining

2D Euclidean embedding space

learned by ETM

2D hyperbolic embedding space

learned by HyperETM



Knowledge-guided topic modeling

ℒContra = 𝔼𝜶𝑖∈𝒯 − log
exp Τdist 𝜶𝑖 , 𝜶𝑖

+ 𝜏

exp Τdist 𝜶𝑖 , 𝜶𝑖
+ 𝜏 + σ𝜶𝑖

−∈𝒬 𝜶𝑖
exp Τdist 𝜶𝑖 , 𝜶𝑖

− 𝜏

Injecting tree-structure knowledge via contrastive loss

𝜶 𝑙 : topic embeddings at layer 𝑙𝚽 𝑙 = Softmax dist 𝜶 𝑙−1 , 𝜶 𝑙



Topic hierarchy visualization

Distribution of topic embeddings

well preserves the structure 

of prior concept taxonomy



Mined topic taxonomy 



Clustering performance 

• Our approach yields better document representations
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