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Background

e Existing VLP models are pretrained on Large-scale 3rd-person view datasets
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demo video samples from EPIC-Kitchens (PAMI’20)
Background

® In contrast, humans perceive the world in an egocentric way.
® Egocentric videos are important in many real-world applications

AR/VR
Smart glass

Egocentric videos



Motivation

e Would VLP model pretrained on 3rd person view videos work well on

egocentric videos?

e If not, how can we create an Egocentric VLP model?



Motivation

® Previous Egocentric datasets are of small data scale and domain-specific, making

video-language pre-training impossible.

Dataset Ego? Domain Dur (hrs) #Clips # Texts Example
MSR-VTT [17] X diverse 40 10K 200K TEm
YouCook?2 [18] X cooking 176 14K 14K T
ActivityNet Captions [7] X action 849 100K 100K '
WebVid-2M [11] X diverse 13K 2.5M  2.5M

HowTo100M [10] X instructional 134K 136M 136M

Charades-Ego [19] v home 34 30K 30K

UT-Ego [20] v diverse 37 11K 11K

Disneyworld [21] v disneyland 42 15K 15K
EPIC-KITCHENS-100 [22] v kitchen 100 90K 90K

EgoClip v diverse 29K 3.8M 3.8M  Ist-person view

Table 1: Comparison of our proposed EgoClip pretraining dataset against the mainstream video-
language datasets (top) and egocentric datasets (bottom).

Egocentric videos are expensive!



Ego4D Recap

e Ego4D unlocks the Egocentric VLP!

G Ego4D: Around the World in
3,000 hours of Egocentric Video

F%‘ /, &\ X \\,’(ﬁ
i\\‘; .' "3

& b ; By
As’@“""&‘;‘ 5

A Masswe scale, egocentrlc dataset and benchmark suite.

3,670 hours of daily-life videos 136 indoor + outdoor scenarios
931 unique camera wearers 3.85M human narrations
74 locations across 9 countries 17 tasks across 5 benchmarks

https://ego4d-data.org/



Ego4D for VL Pre-training?

e Research Ql1: How to create pre-training dataset?

® Research Q2: How to design pre-training model?

® Research Q3: What benchmark we shall evaluate on?



TL;DR

e Create a Large-scale VL pretraining set of 3.8M video-text pairs from Ego4D: EgoClip

® Propose an Egocentric-friendly video-text pretraining objective: EgoNCE

e Construct a development set for evaluating Egocentric VL Pre-training: EgoMCQ

e Significant gains on 5 egocentric benchmarks across 3 datasets:

[ Ego4D Challenges ] Object State Change Classifcaition: Acc from 68.7% to 73.9%. (+5.2%, 1st Place)

[ EPIC-KITCHENS Challenges ] Multi-Instance Retrieval: nDCG (avg) from 53.5% to 59.4%. (+5.9%, 1st Place)
[ Ego4D Challenges ] Natural Language Query: R@1 (loU=0.3) from 5.45% to 10.84%. (+5.4%, 2nd Place)

[ Ego4D Challenges ]| Moment Query: R@1 (loU=0.3) from 33.45% to 40.43%. (+7.0%)

[ Charades-Ego ] Action Recognition: MAP from 30.1% to 32.1%. (+2.0%)



Q1, Egocentric Video-Language Pre-training set EgoClip

1. Issue of undesired data source and data noise

Data Filtering

EG@®I@s) ——| L Filterunnarrated videos. Data Cleaning - 2.9K videos hours

2. D h Ego4D .
0 not touch Ego & 3.8M narrations for VLP
benchmark val/test set.

3.6K videos hours &
5M narrations

#C C writes unsure on paper #C C sits

Case 1, Cut half of partial stereo videos Case 2, Discard videos with ratio

. Case 3, Discard narration with Case 4, narration only one word
of larger/smaller size > 2

unsure tag 9



Q1, Egocentric Video-Language Pre-training set © = EgoClip

2.

Issue of no direct <clip, text> pair

a. Issue of no direct clip: Ego4D narration is annotated for a moment rather than for an interval

b. Our approach: a contextual variable-length clip pairing strategy
m  Measure the clip length 8i according to each video - o o

[tftart,tfnd] — [tz — 182/2047 tz £3 B’L/zaL

Watching TV (352.9 sec) v.s.
Cooking in kitchen (0.9 sec)

timestamp: 3.70s
narration: #C C puts the scrapper down

start: 1.50s; timestamp: 3.70s; end: 5.20 s;
narration: #C C puts the scrapper down

a Current annotation form b. Our video-text pair definition

Finally, we create 3.8M clip-text dataset for video-language pretraining, which we named EgoClip.
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Bain M, Nagrani A, Varol G, et al. Frozen in time: A joint video and image encoder for end-to-end retrieval[C] ICCV. 2021: 1728-1738.
LeiJ, Li L, Zhou L, et al. Less is more: Clipbert for video-and-language learning via sparse sampling[C] CVPR. 2021: 7331-7341.

Q2, Egocentric VLP model

® Design of Pretraining Model Framework?

o What we hope:
1. Raw videos as input for end-to-end training
2.  Efficient for video-text retrieval — fundamental task of video-language understanding
3. Support video-only tasks e.g., action recognition
Thus, we go with Dual-stream transformer architecture like Frozen (Bain M, ICCV’21) instead of Single-stream,

e.g. ClipBert (Lei J, CVPR’21)
Multi-Modal
Transformer

I |
Video Text
Encoder Encoder

Raw video[ Text {

—> Similarity

Video Text
Encoder Encoder

Raw video\ Text {

a. Dual-stream VLP Model b. Single-stream VLP Model

Currently following Frozen, we use TimeSformer for
video-encoder and DistillBERT for text-encoder.
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Q2, Egocentric Pretraining Objective «~ EgoNCE

® Design of Pretraining objectives?
o  Universal Video-text contrastive Iearning' InfoNCE

Zl exp(vit;/T)

zeB JeBexp(v t;/7)’

v2t

o InfoNCE regards the sample itself as supervision and others as negatives, which cannot tackle two
challenges in Egocentric pretraining:
1. The same action often occurs in different scenarios, e.g.,

e

watching the phone when lying in room watching the phone when walking outdoors

V.S.

2. Different actions appearing in the same scenario tend to have minor visual differences, e.g.,

V.S.

moving the mouse when working at a desk typing on the keyboard when working at a desk

12



Q2, Egocentric Pretraining Objective «~ EgoNCE

® Design of Pretraining objectives?

@)

(@)

(@)

Universal Video-text contrastive Iearning' InfoNCE

Zl exp(Vv; tz/T)

v2t

InfoNCE regards the sample itself as supervision and others as negatives, which cannot tackle two unique
challenges in Egocentric pretraining:

1. The same action often occurs in different scenarios

2. Different actions appearing in the same scenario tend to have minor visual differences
Novel method EgoNCE to leverage positive and negative samples in egocentric domain

1.  Positive Sampling @ based on action = <verb + noun>

2. Negative Sampling @ based on temporally adjacent in same video

T
o0 _ Zl g ZkePi exp(v; ti/T)

BB ST Xien (exp(vTts/7) + exp(vIty /7))
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Q3, What benchmark we shall evaluate on?

e Before we transfer our model to other downstream benchmarks...

e We need a dev benchmark that is well aligned with
o  Qur pretraining data domain i.e. in-the-wild of Ego4D
o  Our pretraining task i.e. video-text alignment

e This dev benchmark serves as a intermediate step for tuning our pretraining,

avoiding the issues may encounter in transfering

Benchmark Domain Task
EPIC-KITCHENS Cooking X video-text retrieval
Charades-Ego Indoor action recognition )
Ego4D benchmarks In-the-wild moment localization, forecasting )¢
What we'd like to have In-the-wild video-text alignment




Q3, What benchmark we shall evaluate on?

e Data flow of EgoVLP

r EgoClip N Feedback of EgoClip design 4 EgoMCQ N
Q: #C C holds cloth

!‘XI'IX

~ #C C gets food for S

the dog from pocket . . EgoNCE
. % C ]
\ Video clip Narration ) [Video Enc] [ Text Enc J

(a) Pretraining set W (c) Development set
\ Clip Text )
(b) VLP model
(d) Egocentric downstream tasks
Video-text retrieval Action recognition | Natural language query
EPIC-KITCHENS-100 = Charades-Ego Ego4D Challenge
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Damen D, Doughty H, Farinella G M, et al. Rescaling egocentric vision: collection, pipeline and challenges for epic-kitchens-100[J]. IJCV, 2022, 130(1): 33-55.

Q3, A Benchmark for Egocentric VLP Development EgoMCQ

e Roadblock 1: video-text retrieval is not suitable
o Issue of “one-to-many”
m  Often multiple clips could have similar narration, hard to evaluate for text-video retrieval

(Duplications make evaluation of text-video retrieval task unreliable. B
Retrieval result: Top clips are not GT but shall be considered as correct.
Text query: N .
#C C closes the refrigerator. '
Topl Top 2 '
\ #C C closes the refrigerator. #C C closes the fridge #C C closes the refrigerator. J

e Solutions:
o  nDCG is designed to tackle this issue (Damen et al. IJCV’21.), but requires additional annotations
o Automatic de-dup methods (e.g. based on Bert text feature similarity thresholding), works not well
o  Final strategy:
m Repetitions are still allowed in the pre-training dataset to ensure diversity.
m Do de-dup when preparing the dev benchmark for evaluation.



Q3, A Benchmark for Egocentric VLP Development

1.
#CC

Our approach: Multi-Choices Question

O  “one-to-many” issue is alleviated among fewer options (i.e. 5).
o A specific form of video-text retrieval and shares the same purpose.
We propose EgoMCQ — what is EgoMCQ?

Given a text query:
phone into pocket

2.

Choose the correct video clip from
following 5 candidates.

f

EgoMCQ

phone

3.  Ground-Truth
~
\_ #CC her phone J U #CC the phone J
N [ I
4

) #CC phone into

\_ #CC a phone ) L e )
[l T
#CC a video on the 17



Q3, A Benchmark for Egocentric VLP Development

Roadblock 2: How to group question and choices?

Our strategy: De-dup within five options (consider synonyms) and propose to evaluate on 2 different modes

@)

O

Inter-video

EgoMCQ

m Options from different videos and vary widely in content.

Intra-video

m  Grouping five continuous clips together, the harder mode.

EgoMCQ

Inter-video

Intra-video

Text query

#C C carries paint bucket down the ladder

#C C carries paint bucket down the ladder

Select the correct
video clip from 5

candidates \ N Y
(b) (@ (b) (©) (d)
#C Cplaces #CCholds  #CCpicks 4o takesa #C Ccuts #C Cholds #C Cturns  #C C shifts #C Cdrops #C C carries
the camping the power  the silicone St the green paintbrush ~ paintbrush in paintbrush ~ paintbrush  paint bucket
Answer with GT seat down  drill with sealant bean into with both  his left hand  to right on paint down the
both hands. pieces hands hand bucket ladder

X X X X

X X X X 9
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Ego4D for VL Pre-training?

e Research Ql1: How to create pre-training dataset? @ EgoClip

e Research Q2: How to design pre-training model? @~ EgoNCE

® Research Q3: What benchmark we shall evaluate on?

EgoMCQ

19



Experiments

e How well EgoVLP transfer to egocentric downstream tasks?

e How'’s the designs of EgoClip, EgoNCE, and EgoMCQ?

20



Experiments

e Transfer EgoVLP to EPIC-KITCHENS-100
o  Task of Multi-Instance Retrieval: A type of Text-video retrieval
o Metric mDCG use label to calculate semantic relevance and is more comprehensive than mAP.

. . mAP (%) nDCG (%)
Methods Vis Enc Input  # Frames Vis-text PT ‘ VST TV Avg VST T—V  Avg
Random - - - 5.7 5.6 5.7 10.8 109 10.9.
MI-MM S3D [39] 32 HowTol00M 34.8 236 292 471 424 447
MME [40] TBN 1 [15] 25 - 43.0 340 385 501 46.9  48.5
JPoSE [40] TBN f [15] 25 - 49.9 381 44.0 555 51.6  53.5
Frozen Raw Videos 4 - 38.8 29.7 | 34.2| 50.5 48.3 | 49.4 ,
Frozen Raw Videos 4 HowTolOOM || 39.2 301 |347| 507 487 |49.7|  Samemodel, different
Frozen Raw Videos 4 CC3M+WebVid2M || 41.2 316 | 36.4| 52.7 50.2 | 51.4 pretraining datasets:
Frozen Raw Videos 4 EgoClip 44.5  34.7 [39.6| 55.7 529 |54.3 EgoClip outperforms 3rd
Frozen+EgoNCE Raw Videos 4 EgoClip 45.1 353 402 56.2 535 54.8 person view dataset
Frozen Raw Videos 16 CC3M+WebVid2M | 45.8 36.0 40.9 572 543 55.8 HowTo100M and WebVid
Frozen+EgoNCE Raw Videos 16 EgoClip 499 405 450 609 579 594
Frozen Raw Videos 4 HowTo100M 6.8 6.3 6.5 11.6 12.8 | 12.2
Frozen Raw Videos 4 CC3M+WebVid2M 8.6 7.4 8.0 14.5 14.6 | 14.5
Frozen Raw Videos 4 EgoClip 17.9 13.1 15.5 23.0 21.2 22.1
Frozen+EgoNCE Raw Videos 4 EgoClip 194 139 |16.6| 241 220 |23.1

Table 4: Performance of the EPIC-KITCHENS-100 Multi-Instance Retrieval. Note that TBN
feature [15] are a combination of three modalities: RGB, Flow and Audio. Conversely, our approach
only relies on RGB input. The grey highlighted rows correspond to zero-shot evaluation.

e Observation
1. In zero-shot settings, EgoVLP boosts Avg mAP and nDCG of CC3M+WebVid2M with 8.6%

EgoClip pretraining
convergence faster
(20 v.s. 60 epoches)

—— w/o VL pretraining
=== HowTo100M

s CC3M+WebVid2M
=+=- EgoClip

—— EQoClip w/ EgONCE

0 20 40 60 80

# Epoch

(a) mAP with training epoch

50

IS
&

Avg nDCG
w
8

20

—— w/o VL pretraining

-~ HowTo100M

---- CC3M+WebVid2M
-= EgoClip

—— EgoClip w/ EgoNCE

0 20 40 60 80

# Epoch

(b) nDCG with training epoch

2. Infine-tune settings, EgoVLP advances Avg mDCG of JPoSE with 5.9% under fewer frames (16 vs 25) and less inputs

modality (RGB+Text vs RGB/Flow/Audio+Text)
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Experiments

e Transfer EgoVLP to Ego4D challenge benchmarks

Task 1: Natural Language Query (Text-video Localization) Task 2: Object State Change Classification (Action Recognition)
Methods Video-text Pre-extrated Features TIoU=0.3 IoU=0.5 Methods Vis-Text PT | Acc. (%)
Vis-text Enc Vis-text PT R@1 R@5 R@1 R@5 Always Positive i 48.1
2D-TAN [24] SlowFast+BERT - 5.04 12.89 2.02 5.8 Bi-d LSTM [46] ImageNet 65.3
VSLNet [44] SlowFast+BERT . ‘ 545 10.74 312 6.63 il ] - 68.7
VSLNet [44] Frozen HowTolOOM | 3.95 872 201 4.62 Trozen Howutoom | 3
VSLNet [44] Frozen CC3M+WebVid2M | 5.06 10.30 2.71 6.69 Frozen CC3M+WebVid2M | 71.5
VSLNet [44] Frozen EgoClip 10.53 17.94 5.96 11.85 Frozen EgoClip 73.4
VSLNet [44] Frozen+EgoNCE EgoClip 10.84 18.84 6.81 13.45 Frozen+EgoNCE EgoClip 73.9
, Table 8: Accuracy metric on the Object State
Table 6: Recall for several IoU on the NLQ task’s val. set. Change Classiﬁcgﬁon P Setj,
Task 3: Moment Query (Temporal Action Localization)
Methods Video Pre-extracted Features IoU=0.3 ToU=0.5 IoU=0.7 mAP (%) @ IoU
Vis Enc Vis-text PT R@1 R@5 R@1 R@5 R@1 R@5| 0. 03 05 Avg
VSGN [45] SlowFast - | 33.45 5843 25.16 46.18 15.36 25.81| 9.10 5.76 3.41 6.03
VSGN [45] Frozen HowTo100M 3140 52.61 22.28 41.29 1341 23.21| 9.83 6.72 3.84 6.72
VSGN [45] Frozen CC3M+WebVid2M | 32.08 56.40 23.46 43.81 13.73 23.77 | 9.83 6.40 3.86 6.58
VSGN [45] Frozen EgoClip 40.06 63.71 29.59 48.32 17.41 26.33 | 15.90 10.54 6.19 10.69
VSGN [45] Frozen+EgoNCE EgoClip 40.43 65.67 30.14 51.98 19.06 29.77|16.63 11.45 6.57 11.39

Table 7: Recall and mAP metrics for several IoU on the Moment Query task’s val. set.



Experiments

e Transfer EgoVLP to Charades-Ego
o We prompt video-text knowledge to the task of Action recognition

Methods Vis Enc # Frames Vis-Text PT Train/ FT Data | mAP (%)
Actor [41] ResNet-152 25 - Charades-Ego (1st + 3rd) 20.0
SSDA [42] I3D 32 - Charades-Ego (1st + 3rd) 23.1
13D [42] 13D 32 - Charades-Ego (1st). 25.8
Ego-Exo [43] SlowFast (Res-101) 32 - Charades-Ego (1st) 30.1
Frozen TimeSformer 16 - Charades-Ego (1st) 28.8
Frozen TimeSformer 16 HowTo100M Charades-Ego (1st) 28.3
Frozen TimeSformer 16 CC3M+WebVid2M  Charades-Ego (1st) 30.9
Frozen TimeSformer 16 EgoClip Charades-Ego (1st) 31.2
Frozen+EgoNCE TimeSformer 16 EgoClip Charades-Ego (1st) 32.1
Frozen TimeSformer 16 HowTo100M - 9.2
Frozen TimeSformer 16 CC3M+WebVid2M - 20.9
Frozen TimeSformer 16 EgoClip - 23.6
Frozen+EgoNCE TimeSformer 16 EgoClip - 25.0

Table 5: Performance of the action recognition on Charades-Ego dataset (First-person test set). The
grey highlighted rows correspond to zero-shot evaluation.



Experiments

e Ablation Studies on EgoMCQ
o  EgoClip (Clip creation strategy)

Clip creation strategy

@) [ti ti+a]

b) [ti—a/2,ti+a/2]
© [ti—1,ti1]

@ [ti—Bi/2,ti+P:/2]
© [ti—=Bi/4,ti+Bi/4]

®) [ti—Bi/2a,ti+Bi/2a] 1.0+£09

Clip’s length (s) | EgoMCQ Acc (%) | Zero-shot T<>V Retrieval [22]
Avg + Std Inter-video Intra-video | mAP (avg) nDCG (avg)
g‘g i 8‘8 gg'gg i%g ;g‘g g? Under same average length, our varied-length
10.0 = 38.2 88.13 40.62 20.6 13.7 (d) outperform fixed-length (b)
49447 89.74 44.82 21.1 14.5
24+24 90.23 49.67 21.9 15.3
89.36 51.51 221 15.5

Table 2: Results on our development set EgoMCQ and video-text retrieval on EPIC-KITCHENS-
100 when using different strategies in the creation of EgoClip, where ¢;, a, §3; are defined in Eq. 1.
In all experiments, we bold the best results and underlined the second best results.

o  EgoNCE (positive & negative sampling)

5 Accuracy (%)
Variants Intra-video  Inter-video
InfoNCE | 89.4 51.5
(a) w/ Pos, noun 82.9(6.5)) 42.3(9.2))
(b) w/ Pos, verb 86.9(2.5]) 50.5(1.0))
(c) w/ Pos, noun & verb 89.7(0.41) 53.6(2.11)
(d) w/ Neg, random 88.3(1.11) 49.9(1.61)
(e) w/ Neg, within video 89.7(0.31) 53.0(L.51)
(f) w/ Neg, within 1 min 89.5(0.21) 54.5(3.01)

(g) W/ Pos & Neg, EgoNCE | 90.6 (1.3 1)

57.2(5.71)

Table 3: Pretraining sampling strategy abla-
tion. We evaluate accuracy performance on

our development benchmark EgoMCQ.

Only noun / verb decrease performance,
our <noun, verb> brings gains

Negative from same video is help, while
close-in-time further boost performance
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Potential directions

Egocentric-Exocentric Domain adaptation

Egocentric foundation model like human

(@)

@)

Pretraining set EPIC-Kitchens (1st) MSR-VTT (3rd)

nDCG mAP T2VR@1 V2TR@1
EgoClip (1st) 23.4 16.5 4.2 4.8
WebVid (3rd) 14.2 7.8 18.1 15.9
EgoClip + WebVid (1st+3rd) 220 150 | 175] 153 |

Generation task
Other modality e.g., audio
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Want to know more?

® Preprint: https://arxiv.org/abs/2206.01670
e Github: https://github.com/showlab/EgoVLP
® Contact: kevin.gh.lin@gmail.com & mike.zheng.shou@gmail.com

Thank you!

Appreciate any questions and comments
She£bi0)
ERrres
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