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Background

Motivation

Problem

Pre-train heterogeneous graphs in a self-supervised manner. 

• Existing methods require high-quality positive and negative examples, limiting 
their flexibility and generalization ability.

• We propose a flexible framework SHGP, which does not need any positive 
examples or negative examples.



Method: Overall Architecture
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Compute embeddings:

Compute pseudo-labels:

Compute cross-entropy:

Gradient descent:

Yaming Yang, et al., Self-supervised Heterogeneous Graph Pre-training based on Structural Clustering, NeurIPS 2022.



Method: Att-HGNN Encoder

Yaming Yang, et al., Interpretable and Efficient Heterogeneous Graph Convolutional Network, IEEE TKDE 2021.
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Feature Projection: project different types of features into a common space.

Object-level Aggregation: aggregate one-type of neighbors by adjacency matrix.

Type-level Aggregation: aggregate different-types of neighbors by attention.



Experiments

Object Classification



Experiments

Object Clustering

Embedding Visualization



Summary

We propose SHGP, a novel heterogeneous graph pre-training framework.

• SHGP does not require any positive examples or negative examples.

• SHGP enjoys a high degree of flexibility.
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