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Background
Gaussian Graphical model

• In Gaussian graphical model 𝒙 ∼ N𝑝 0, Σ :

• Precision matrix: Θ = Σ−1.

• Nonzero elements of Θ correspond to edges in Gaussian graphical model. 

If 𝒙 ∼ 𝑁𝑝 0, Σ , Θij = 0 iff 𝑥𝑖 ⊥ 𝑥𝑗 |{𝑥𝑘 , 𝑘 ≠ 𝑖, 𝑗} (Wittaker, 1990).

• We can impose sparsity on Θ to study the Gaussian graphical model.

• glasso: Yuan and Lin (2006) and Friedman et al. (2007) proposed to 
estimate Θ by minimizing:

−log det Θ + tr Θ෠Σ + 𝜆 Θ 1,𝑜𝑓𝑓



Background
Challenges in Analyzing scRNA-seq Data

• High dimensional and large number of cells. 

• Essential count data, many methods developed for continuous data would not work well. 

• High dropout (ratio of zeros) and increased variation. 

Ziegenhain et al. 2017 Molecular Cell
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Method
Poisson Log-normal (PLN) model

• scRNA-seq data with n cells and p genes.

• Observed expression : 𝒀𝒊 = 𝑌𝑖1, … , 𝑌𝑖𝑝
𝑇
.

• Underlying true expressions: 𝑿𝒊 = 𝑋𝑖1, … , 𝑋𝑖𝑝
𝑇
.

• 𝑆𝑖: library size. 

• Network: precision matrix Θ∗. 

• The PLN model for scRNA-seq data:

𝒀𝒊 |𝑿𝒊 ∼ෑ

𝑗=1

𝑝

Poisson 𝑆𝑖𝑋𝑖𝑗

log 𝑿𝒊 ∼ N(𝝁∗, Θ∗ −1)



Method
PLNet Procedure

• Estimate the covariance matrix Σ∗ = Θ∗ −1 using maximum marginal likelihood 
estimator (MMLE).
• Newton-Raphson algorithm.
• Initial values: moment estimator ෥𝝁𝑚 and ෨Σ𝑚. 
• Positive semi-definite projection.

• Plug-in the MMLE ෠Σ to the lasso penalized D-trace loss (Zhang and Zou (2014)) 
to estimate Θ∗: 

෡Θ = argminΘ≽0
1

2
tr(෠ΣΘ2) − tr(Θ) + 𝜆𝑛||Θ||1,off.

• Tuning parameter 𝜆𝑛 selection: approximated Bayesian information criterion 
(BIC): 
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Main Theoretical Results
Consistency Theory



Simulation
Simulation Settings

• 48 different scenarios:
• 2 sample size setups (n = 500, 2000).

• 3 dimension setups (p = 100, 300, 500). 

• 2 dropout levels (low: about 40 percent of the counts are zeros, high: about 60 
percent of the counts are zeros). 

• 4 graph structures (Banded Graph, Random Graph, Scale-free Graph, Blocked 
Graph). 

• Competitors:
• PLNet-MOM (using moment estimator instead of MMLE in PLNet)

• VPLN

• glasso



Simulation
AUPR Results



Simulation
BIC, Banded graph



Application to a scRNA-seq dataset
Peripheral Blood Mononuclear Cells (PBMC) Dataset

• A large scale scRNA-seq dataset with ctrl group and stim group 
stimulated by interferon 𝛽 (IFN- 𝛽 ) from Kang et al.(2018).

• The CD14+ monocytes (2147 cells) in stim group to infer gene 
networks.

• Gene set: Top 200 highly variable genes + additional 26 TFs from the 
top 500 highly variable genes.

• The silver standard is based on an available regulatory network 
database obtained from ChIP-seq experiments (the hTFtarget
database).



Application to a scRNA-seq dataset
Performance

• PLNet has a higher true discovery rate than VPLN.




