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Motivation
• two points

• BN has better performance on CV tasks and theoretical (optimization) 
advantages over LN
• faster convergence & better test acc(1~2%) on CIFAR10
• preserve numerical rank as depth increases [1, 2]

• BN performs poorly in Transformer for NLP tasks [3]

What contributes to the failure or success of BN?



Observing training and valid loss
Post-Norm Transformer for IWSLT14 De-En machine translation

BN formula training:

inference:

updating statistics:



Compare Transformer with ResNet18 



Training Inference Discrepancy (TID)

Their magnitude can characterize the diversity of mini-
batch examples during training and indicate how hard 
the estimation of population statistics is.



• Left: Variance TID and BLEU gap between Transformer_BN and 
Transformer_LN when replacing different numbers of LN layers with BN

• Right: Variance TID and valid loss gap of Post-Norm Transformer through 
training

TID indicates BN's performance
Dataset WMT16 (BLEU %) CONLL (F1 %) IMDB (ACC %) WT103 (PPL)

Total TIDlast 38% 16% 9% 5%

Performance Gap -2.1 -1.1 -0.1 6.8



Penalize Discrepancy

We call it Regularized BN (RBN)

Performance of RBN



Performance of RBN compared to BN variants

Ablation study of RBN: RBN reduces the TID of BN 



Layer-wise Training Dynamics [4]



Conclusion and Limitation

üWe defined Training Inference Discrepancy (TID) and showed that TID is a 
good indicator of BN's performance for Transformers, supported by 
comprehensive experiments.

üWe observed BN performs much better than LN when TID is negligible and 
proposed Regularized BN (RBN) to alleviate TID when TID is large.

üOur RBN has theoretical advantages in optimization and works empirically 
better by controlling the TID of BN when compared with LN.

Limitations:
pStill worse than LN on WMT16 (large dataset, large data diversity)
pIt is better to further model the geometric distribution of word embedding, 

evolving along with the training dynamics and information propagation, with 
theoretical derivation under mild assumptions

• We welcome questions and discussions!

https://github.com/wjxts/RegularizedBN
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