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Context: Machine Learning, parametric regime

Input set X , output set Y ⊆ Rd for some d ∈ N.
Dataset D ⊆ X × Y, functional loss ℓ : YX → R+

Least squares (Y = Rk): ℓ : f 7→ E(x,y)∼D
[
∥f(x) − y∥22

]
Cross entropy (Y = Rk

+): ℓ : f 7→ E(x,y)∼D [−
∑

i yi log(fi(x))]

Task : find f : X → Y such that ℓ(f) = 0.

The Deep Learning tactic:

▶ Choose Θ = Rm a parameter space,

▶ Parameterize with F : Θ → YX to go with ℓ : YX → R+

▶ Do gradient flow on L : Θ → R+, with L = ℓ ◦ F



Previously in convergence theory: infinite-width NTK

Simplification: finite dataset X = [n], Y = R, ℓ(f) = ∥f − f∗∥22.
Parameterization F : Θ → YX becomes F : Rm → Rn.
Derivative at θ ∈ Rm is a matrix DF (θ) ∈ Rn×m.

Neural Tangent Kernel: Kθ = DF (θ)DF (θ)T ∈ Rn×n.

Prop: If ∃µ ∈ R∗
+, ∀t ∈ R+, Kθt ⪰ µ, then L(θt) −→

t→+∞
0

Proof: By flow def, −∂tL(θ) = −∇Lθ · ∂tθ = ∇Lθ · ∇Lθ

By chain rule on L = ℓ ◦ F , ∇Lθ = 2 ·DF (θ)T (fθ − f∗), thus

−∂tL(θ) = 4(fθ − f∗)TKθ(fθ − f∗) ≥ 4µ∥fθ − f∗∥22

Therefore −∂tL(θ) ≥ κL(θ), thus L(θt) ≤ L(θ0) e
−κt.

That’s a Polyak- Lojasiewicz inequality, our proofs are similar.



Kurdyka’s desingularizer for  Lojasiewicz inequalities

Let U ⊆ Θ be a region such that L : Θ → R+ satisfies the
Kurdyka- Lojasiewicz inequality with desingularizer φ : R+ → R.

∀θ ∈ U , dφL(θ) (∇Lθ · ∇Lθ) ≥ µ

If θ : R+ → U is a gradient flow of L, then

∀t ∈ R+, L(θt) ≤ φ−1 (φ(L(θ0)) − µt)

Ex: ∥∇L∥22 ≥ L for φ = log, or ∥∇L∥22 ≥ L2 for φ(u) = −1/u

Proof by chain rule.

−∂t(φ ◦ L) = −d(φ ◦ L)θ ∂tθ = dφL(θ)∇Lθ · ∇Lθ ≥ µ

Then integrate on the interval I = [0, t].

φ : R+ → R pulls back the affine bound (I → R) into (I → R+)



The problem with definite-NTK assumptions

Recall: with m parameters and n samples, DF (θ) ∈ Rn×m

Kθ = DF (θ)DF (θ)T ∈ Rn×n has rank ≤ m

Definite-NTK implies overparameterization
(Kθ ⪰ µ > 0) ⇒ (m ≥ n)

How do we go to the underparameterized regime?
We can weaken assumption to a Rayleigh quotient bound



Reminder: Rayleigh quotients of bilinear forms

Let (V, ∥·∥V ) and (W, ∥·∥W ) be two normed vector spaces.
Let A : V ×W → R be a bilinear map.

The Rayleigh quotient of A in direction (x, y) ∈ V ×W is

R (A;x, y) =
A(x, y)

∥x∥V ∥y∥W

If A : V × V → R is a symmetric map, with eigendecomposition
(λi ∈ R+, vi ∈ V )i∈[d] orthonormal w.r.t inner product ⟨·, ·⟩ on V

R (A;x, x) =

∑
i λi ⟨x, vi⟩2∑
i⟨x, vi⟩2

Convex combination of eigenvalues!

Rayleigh bounds are strictly weaker than positive-definiteness.



Kurdyka- Lojasiewicz inequalities by composition

Let F : Θ → F be a differentiable parameterization.
Let U ⊆ Θ be a set s.t. ℓ : F → R+ satisfies K L w. φ : R+ → R

∀f ∈ F (U), dφℓ(f) (∇ℓf · ∇ℓf ) ≥ 1

If the Rayleigh quotient of Kθ along ∇ℓ is bounded below on U ,

∃µ ∈ R∗
+, ∀θ ∈ U , R

(
Kθ;∇ℓF (θ),∇ℓF (θ)

)
≥ µ

Then L = (ℓ ◦ F ) : Θ → R+ satisfies the K L inequality

∀θ ∈ U , dφL(θ) (∇Lθ · ∇Lθ) ≥ µ

Proof idea: chain rule ∇Lθ = DF (θ)T∇ℓF (θ) to make NTK Kθ

appear as previously, then use the lower bound assumptions.



Result teaser: Linear-model logistic regression

Input X = Rd, with c ∈ N∗ classes. (∆c = {p ∈ Rc
+ |

∑
i pi = 1})

Logistic1 regression with linear models: F : Rc×d → (X → ∆c),

F (θ) : x 7→ softargmax(θ · x)

Under multi-class cross-entropy

H : f 7→ Ex

∑
i∈[c]

−f∗(x)i log (f(x)i)


Gradient flows θ : R+ → Θ satisfy for all t ∈ R+

H (F (θt)) ≤ log

(
1

W0 (exp (κ2ε2t− C))

)
With ε ∈ R∗

+ a separation margin, κ ∈ R∗
+ an isolation measure,

C ∈ R∗
+ and W0 is the Lambert function W0(x) exp(W0(x)) = x.

1softargmax(u)i = eui/
∑

j e
uj



Result teaser: Linear-model logistic regression



Result teaser: Finite-width two-layer neural networks

Input X ⊆ Rd compact, σ : R → R non-polynomial Lipschitz.
Regression two-layer network: F : Rm×d × Rm → (X → R)

F (w, a) : x 7→
∑
i∈[m]

ai σ(wi · x)

Optimum f∗ : X → R is continuous, loss is least-squares

L : θ 7→ Ex∼D

[
(F (θ)(x) − f∗(x))2

]
Let ε ∈ R∗

+ and δ ∈]0, 1[
There exists m ∈ N∗ such that with probability (1 − δ) over
initializations θ0, all flows θ : R+ → Θ with θ(0) = θ0 satisfy

L(θt) −→
t→+∞

η < ε

Even if D has infinite support: no over-parameterization here.



Takeaway: Kurdyka- Lojasiewicz + Rayleigh quotients

▶ Integration of Polyak- Lojasiewicz inequalities works great
▶ But they imply linear convergence → implausible for DL?
▶ Patch: Replace with Kurdyka- Lojasiewicz inequalities

dφL(θ) (∇Lθ · ∇Lθ) ≥ µ

▶  Lojasiewicz inequalities (any kind) are very hard to obtain
▶ Idea: Proceed by composition (like definite-NTK case)

(ℓ is K L, and F satisfies some property) → (ℓ ◦ F ) is K L

▶ Definite-NTK requires overparameterization (m ≥ n)
▶ Kθ ∈ Rn×n has rank ≤ m → overparam or rank deficiency
▶ Patch: Control one Rayleigh quotient, not all eigenvalues

▶ Bonus: Some tools to lower-bound Rayleigh quotients
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