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Background

 Referring image segmentation (RIS) aims at localizing all pixels of the visual objects 

described by a natural language sentence. 

 Main challenges:

• how to align the given language expression with visual pixels for highlighting the target.

• how to distinguish the target from similar objects.

white double decker bus

gray small car

the old man with T-shirt 

woman with pink dress   

Input: image + texts Output: instance masks



Motivation

 Previous methods

• only consider late fusion for vision and language features.

• or consider early fusion but only have word-pixel level alignment.
 Our methods

• adopts word-pixel level alignment in the early fusion stage.

• and  use sentence-mask level alignment to enhance the fused features in the late fusion stage. 



Method

 CoupAlign Architecture

• WPA module enables cross-model interactions at each encoder stage.

• Based on the aligned feature 𝑆𝑆𝑜𝑜, the mask generator produces N mask embeddings.

• SMA module weights 𝑄𝑄𝑜𝑜 using 𝐿𝐿𝑔𝑔 and projects the mask signals back to 𝑌𝑌𝑁𝑁.



Method

 Word-Pixel Alignment

• we use cross attention to align word tokens and pixel tokens

• and design a gate to control the fused information flow.

𝐿𝐿𝑖𝑖 ∈ 𝑅𝑅𝑇𝑇×𝐷𝐷 𝑉𝑉𝑖𝑖 ∈ 𝑅𝑅𝐻𝐻𝑖𝑖𝑊𝑊𝑖𝑖×𝐶𝐶𝑖𝑖

𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝑖𝑖 ∈ 𝑅𝑅𝐻𝐻𝑖𝑖𝑊𝑊𝑖𝑖×𝐶𝐶𝑖𝑖

× ×

MLP MLP
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𝐿𝐿𝐿𝑖𝑖 ∈ 𝑅𝑅𝑇𝑇×𝐷𝐷 𝑉𝑉𝐿𝑖𝑖 ∈ 𝑅𝑅𝑇𝑇×𝐷𝐷



Method

 Sentence-Mask Alignment

• we use global language feature and mask embeddings to compute attention weights.

• Then we use the weights to aggregate the proposals to the final mask prediction.



Method

 Auxiliary loss

• We adopt contrastive loss to enhance the ability of distinguishing the object from the background.



Result

 Comparing with SOTA

• We evaluate our method on four referring image segmentation datatset and outperform previous

method. 



Visualization

 Visualization
• CoupAlign works well in the scenes where crowded objects have similar color and context.



Conclusion

 Conclusion

• CoupAlign captures both visual and semantic coherence of pixels within the referred object, and 

significantly outperforms state-of-the-art RIS methods. 

• Especially, CoupAlign has great ability in localizing the target from similar objects, showing great 

potential in segmenting natural language referred objects in real-world scenarios.



Thank you!


	CoupAlign: Coupling Word-Pixel with Sentence-Mask Alignments for Referring Image Segmentation
	幻灯片编号 2
	幻灯片编号 3
	幻灯片编号 4
	幻灯片编号 5
	幻灯片编号 6
	幻灯片编号 7
	幻灯片编号 8
	幻灯片编号 9
	幻灯片编号 10
	幻灯片编号 11

