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Indexes in recommender system

• Recommender system needs to select the top-n items for
users from a massive-scale item set.

• For the sake of efficient recommendation, RS usually calls
for the collaboration of representation learning and
Approximate Nearest Neighbour search (ANNs) index.

• Two kinds of indexes: Independent training & Joint training



3

Independent training index
• Process
1. Users and items are represented by embeddings in the

same latent space.
2. The item embeddings are organized with a specific

ANNs index, like SCANN and HNSW.

• Limitation
• The representation model is independently learned and
can be incompatible with the ANNs index
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Joint training index: TDM & JTM
• The item set is organized with binary tree structure:
• internal node: cluster center.
• leaf node: item.

• A preference model is learned to route from the root to the
leaf nodes for the top-n recommendation results.

• Achieve empirical gains over the conventional two-stage
methods.
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Joint training index: TDM & JTM
• Limitation

• It is challenging to route to items located around
partition boundaries.

• A routing decision is made without consideration of the
routing trajectory.

• Memory-consuming, given that the number of internal
nodes is at the same magnitude as the leaf nodes.
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Introducing RecForest
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Construction of Tree and Forest
• Tree construction (Blanced-Kmeans)
• Pre-train item embeddings: DIN or BPR
• Randomly sample 𝐾! −𝑁 items (𝐻 is the height of the
tree) from the entire item set.

• For each cluster, the included items are evenly
partitioned via Kmeans w.r.t. their embedding similarity.

• Forest construction
• Different trees are naturally diversified due to the
inherent randomness.



Experiments
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Comparison with Baselines

More accurate

Lighter

Faster
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Comparison with Baselines

• RecForest strikes the best balance between query time and
retrieval accuracy.

• With the increase of beam size, the accuracy of RecForest
can improve more significantly than baselines.
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Why is RecForest better ?
• The retrieval of the near-boundary can be challenging
• multiple K-ary trees

• Not considering the trajectory history
• using Transformer Decoder

• Memory-consuming:
• There are mere K vectors (corresponding to the K
different branches) in each K-ary tree.
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More content in the paper

Complexity analysis Algorithm flow More experiments
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