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Problem&Motivations

Problem: Long term Forecasting

1) How to capture critical historical information as complete as possible
2) How to effectively remove the noise



Motivations

We can get a compact Representation of Time Series using Legendre
Polynomials projection

Fourier transform

Fourier inverse transform



Model Structures

LPU: Legendre Projection Unit for memory compression
FEL: Frequency Enhanced Layer for frequency domain feature transform and noise reduction
LPU_R: reverse Legendre Projection Unit for output generation
RevIN: reversible instance normalization



Model Structures

LPU contains two states: Projection & Reconstruction. 
C(t) is the compressed memory for historical input up to time t. x(t) is the original input signal at time t. 
A, B are two pre-fixed projection matrices. 
C(t) is reconstructed to original input by multiplying a discrete Legendre Polynomials matrix.



Model Structures

Frequency Enhanced Layer (FEL): we use a lowest mode sampling mechanism to remove noise
And a low rank compressed weight W to process the features.



Model Structures

Mixture of experts/multiscale mechanism: introduce multiscale phenomena bias

Reversible instance normalization: ease the distribution shift, slow down the training 2-5 times.



Experiments

Improvement
over sota

Parameter saving using LRA Lowest mode policy is the most stable one



Experiments

LPU serve as a general boosting plugin
Block for neural layers.



Conclusion

• We propose a Frequency improved Legendre Memory model (FiLM) architecture with a mixture of 
experts for robust multiscale time series feature extraction.

• We redesign the Legendre Projection Unit (LPU) and make it a general tool for data representation 
that any time series forecasting model can exploit to solve the historical information preserving 
problem.

• We propose Frequency Enhanced Layers (FEL) that reduce dimensionality by a combination of 
Fourier analysis and low-rank matrix approximation to minimize the impact of noisy signals from 
time series and ease the overfitting problem. The effectiveness of this method is verified both 
theoretically and empirically.

• We conduct extensive experiments on six benchmark datasets across multiple domains (energy, 
traffic, economics, weather, and disease). Our empirical studies show that the proposed model 
improves the performance of state-of-the-art methods by 19.2% and 26.1% in multivariate and 
univariate forecasting, respectively. In addition, our empirical studies also reveal a dramatic 
improvement in computational efficiency through dimensionality reduction.
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