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Introduction

• Evaluation is of critical importance in Multiagent Reinforcement 
Learning. 
• Elo rating system [Elo, 1978]

• Exploitability [Davis et al., 2014]

• …

A.E. Elo, The Rating of Chess players, Past and Present. Ishi Press International, 1978.

Davis et al., Using response functions to measure strategy strength. AAAI, 2014.

Arpad Elo, the inventor of the 
Elo rating system



Introduction

• There is not a dominant strategy in non-transitive games, where 
the set of strategies follows a cyclic rule. 
• e.g., the strategic cycle among Rock, Paper and Scissors

• Many real-world games 
demonstrate strong non-transitivity 
[Czarnecki et al., 2020].

Czarnecki et al., Real world games look like spinning tops. NeurIPS 2020.

[Czarnecki et al., 2020]



Introduction

• Since the strategic cycle exists, diversity matters at each level of 
strategies. 

• Diversity also helps agents find strategies at the higher level of the 
spinning top. 

• How to evaluate the diversity of a 
set of strategies is critical for solving 
games with non-transitive dynamics. 

Czarnecki et al., Real world games look like spinning tops. NeurIPS 2020.

[Czarnecki et al., 2020]



Unified Diversity Measure

• Many diversity metrics have been proposed, such as Effective 
Diversity [Balduzzi et al., 2019], Population Diversity [Parker-Holder et al., 2020], 
Expected Cardinality [Nieves et al., 2021]. 

• But there are still no consistent formal definitions for diversity, 
making it difficult to evaluate the diverse strategies in MARL. 

• We work towards offering a consistent definition for diversity, and 
propose a novel population-wide diversity measure called the
Unified Diversity Measure (UDM) .

Balduzzi et al., Open-ended learning in symmetric zero-sum games. ICML, 2019.

Parker-Holder et al., Effective diversity in population-based reinforcement learning. NeurIPS, 2020.

Nieves et al., Modelling Behavioural Diversity for Learning in Open-Ended Games. ICML, 2021.



Unified Diversity Measure

Strategy Feature

Diversity Kernel

Function

Unified Diversity Measure (UDM)



Geometric Meaning of UDM

Equivalent Representation

Jacobi Formula

Magnus et al., Matrix differential calculus with applications in statistics and econometrics. John Wiley & Sons, 2019. 

Geometric Meaning of UDM the volume of the exponential of the diversity kernel 

[Magnus et al., 2019]

(proposition 1)



Unify Existing Metrics into UDM

Effective Diversity (ED)

Population Diversity (PD)

Balduzzi et al., Open-ended learning in symmetric zero-sum games. ICML, 2019.

Parker-Holder et al., Effective diversity in population-based reinforcement learning. NeurIPS, 2020.

Nieves et al., Modelling Behavioural Diversity for Learning in Open-Ended Games. ICML, 2021.

Unify Existing Metrics into UDM

Expected Cardinality (EC)

[Balduzzi et al., 2019]

[Parker-Holder et al., 2020]

[Nieves et al., 2021]

(Table 2)

Remark:
Using UDM, we can also analyze the advantages and shortcomings of the existing metrics, and study why ED and PD 
cannot measure the diversity properly in certain cases. Please see our paper for details. 



UDM-Based Algorithms

UDM Fictitious Play

UDM-PSRO



Experiments

Baselines:

Self-Play [Fudenberg et al., 1998] PSRO [Lanctot et al., 2017]

PSRO-rN [Balduzzi et al., 2019] P-PSRO [McAleer et al., 2020]

EC-PSRO [Nieves et al., 2021] FEP-PSRO [Liu et al., 2021]

Fudenberg et al., The theory of learning in games. MIT press, 1998.

Lanctot et al., A unified game-theoretic approach to multiagent reinforcement learning. NeurIPS, 2017.

Balduzzi et al., Open-ended learning in symmetric zero-sum games. ICML, 2019.

McAleer et al., Pipeline PSRO: A scalable approach for finding approximate nash equilibria in large games.NeurIPS, 2020.

Nieves et al., Modelling Behavioural Diversity for Learning in Open-Ended Games. ICML, 2021.

Liu et al., Towards unifying behavioral and response diversity for open-ended learning in zero-sum games. NeurIPS, 2021. 
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