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General Purpose Vision Models
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• General Purpose Vision Model requires Unification: Localization & VL Understanding

1) Localization Tasks: Vision-only, fine-grained outputs.
2) VL Understanding Tasks: Both modalities, high-level semantic outputs.

• To achieve mutual benefits; simplify pre-training procedure; reduce pre-
training cost – “Grounded VL Understanding”

• Grounded VL Understanding



• GLIP[2] : A Unified Framework for Detection and Grounding

3

...
DyHead 
Module

Fusion

BERT
Layer

A woman holds a blow dryer,
wearing protective goggles

A wom
an ... prote

ctive
gogg

le

Pers
on

Bicyc
le ... Hair #dry

er.Person. Bicycle … Hairdryer.

Deep Fusion
Region Features

Word-Region 
Alignment Score

Visual 
Encoder

Text
Encoder

DyHead 
Module

Fusion

BERT
Layer

...

...

O1

O2

O3

ON

Prompt P1 P2 PM-1 PM

Alignment
Loss

Localization 
Loss

Word
Features

!! " #! !! " #" …

!# " #$

!! " #"#!

!# " #! !# " #"

!! " #$

…

!" " #!

!% " #!

!" " #$

…

!% " #$

…

!%&'(

"'&%(

!%&''

"'&%'
"(

!(

…

[2] Li Liunian*, Pengchuan Zhang*, Haotian Zhang*, et al. “Grounded Language-Image Pre-training.”, CVPR2022 (Best Paper Finalist)

• Pre-train the model with scalable and semantic-rich grounded data.
• Reformulate the Object Detection task as Phrase Grounding task.

GLIP: Grounded Language-Image Pre-training



• Potential Limitations during Pre-training in GLIP
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GLIPv2: Unifying Localization and Vision-Language
Understanding

• Limitation: Intra-image region-word Contrastive Loss

[‘Santa’, ‘Claus’]

[‘Santa’, ‘Claus’, ‘climbing’, ’stairs’]

• The supervision signal becomes weak, when the 
caption is not long, and entities are not a lot. 

• To make the pre-training tasks become harder and 
let the model better learn the information from self-
trained image-text pair data…



• A stronger VL pre-training task: Inter-Image region-word Contrastive Loss
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GLIPv2: Unifying Localization and Vision-Language
Understanding

• ‘Shallow’ features directly 
from image and text 
encoder. Not after Fusion.  

• Further increase the 
number of negative samples 
for across instances. 

• Goal: Learn more 
discriminative region-word 
features.



• Label Propagation
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• Different from the standard
Contrastive Loss, e.g.,
CLIP[3].

[3] Radford, Alec, et al. "Learning transferable visual models from natural language supervision." arXiv preprint arXiv:2103.00020 (2021).

: Inter-image Contrastive Loss

• Only propagate positives
to detection-type texts

Standard Contrastive Loss (No label propagation)

• Not propagate positives
to grounding-type texts
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Prompt: jellyfish. penguin. puffin. 
shark. starfish. Stingray.

Prompt: green bush.

a push 
vacuum 

on floor

Input: Where is a push vacuum? 
Prediction: on floor 
Gold: background

a street

bikes bikes

a group a group 

Generated Caption: a group of 
people riding bikes down a street.

• Wide range of downstream tasks



• Performance
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• One model architecture



GLIPv2: Unifying Localization and Vision-Language
Understanding

• Performance

• One set of weights for localization tasks

“Object Detection in the Wild”



• Explainable grounded VQA & Image Captioning
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Visual Question
Answering (VQA)

Image
Captioning
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• 2nd ‘Computer Vision in the Wild’ Workshop @ CVPR 2023 (in Preparing)
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https://computer-vision-in-the-wild.github.io/eccv-2022/

GLIPv2 Paper GLIPv2 Code Hugging Face Demo

• For more details about our paper, please refer to the following links:

Follow Ups

https://computer-vision-in-the-wild.github.io/eccv-2022/
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