
ØThe original FL framework requires participants to communicate
frequently with the central server. In real-world FL, such high
communication cost may be intolerable and impractical.

ØFrequent communication poses a high risk of being attacked.

Ø Eexisting one-shot FL methods are mostly impractical or face
inherent limitations, e.g., a public dataset is required, clients’
models are homogeneous, and additional data/model information
need to be uploaded.

u Motivation

The setting of DENSE is practical in the following aspects.

Ø DENSE requires no additional information (except the model
parameters) to be transferred between clients and the server

Ø DENSE does not require any auxiliary dataset for training

Ø DENSE considers model heterogeneity, i.e., different clients can
have different model architectures

u Contribution

u Formulation Objective
I. Data Generation: 
Ø Similarity

Ø Stability

u Experiments

Ø heterogeneous client models

Ø More clients

Ø Combination with imbalanced learning and
visualization of synthetic data
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Ø Main Results

u Overview Framework of Our Method

II. Model Distillation: 

Ø Loss for distillation

u FedAvg is not suitable for one-shot FL

n Left panel: Accuracy of FedAvg and clients’ local models across different local
training epochs E = {20, 40, 60, · · · , 400}. Right panel: The accuracy curve for
local training. The dotted lines represent the best results of two one-shot FL
methods (FedAvg and DENSE). Our DENSE outperforms FedAvg and local
models consistently.

n For FedAvg, a larger value of E can cause the model to degrade even collapse.
This result can be attributed to the inconsistent optimization objectives with non-
IID data, which leads to weight divergence.

Ø Transferability

nBy combining the above losses, we can 
obtain the generator loss as follows,


