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Motivation

Solution: We propose to estimate the transition matrix under a forward-backward cycle-consistency regularization,

of which we have greatly reduced the dependency of estimating the transition matrix T on the noisy class posterior.

Problem Settings:

Clean data distribution:

Noisy data distribution: Training data:

Noisy class-posterior probability:

Clean class-posterior probability:

Transition Matrix:

(𝑋, 𝑌)

(𝑋, 𝑌) 𝐷:= {(𝐱𝑖 , 𝑦𝑖)}𝑖=1
𝑁

𝑃(𝑌|𝑋)

𝑃(𝑌|𝑋)

Problem: In label-noise learning, estimating the transition matrix plays an important role in building statistically

consistent classifier. Current state-of-the-art consistent estimator for the transition matrix has been developed under

the newly proposed sufficiently scattered assumption, through incorporating the minimum volume constraint of the

transition matrix T into label-noise learning. To compute the volume of T, it heavily relies on the estimated noisy

class posterior. However, the estimation error of the noisy class posterior could usually be large as deep learning

methods tend to easily overfit the noisy labels.

𝑇𝑖𝑗 𝐱 = 𝑃(ത𝑌 = j|𝑌 = 𝑖, 𝑋 = 𝑥)
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Main Contributions

This paper proposes a class-dependent label-noise learning with cycle-consistency regularization,

which creatively propose to estimate the transition matrix under a forward-backward cycle-consistency

regularization, of which we have greatly reduced the dependency of estimating the transition matrix T

on the noisy class posterior:

➢ We propose to estimate the transition matrix T under a forward-backward cycle-consistency regularization, of

which we could greatly reduce the dependency of minimizing the volume of the transition matrix T on the

estimated noisy class posterior.

➢ We show that such cycle-consistency regularization could help to minimize the volume of the transition matrix

T without directly exploiting the estimated noisy class posterior, which encourages the estimated transition

matrix T to converge to the optimal solution.

➢ Experimental results on four datasets (two synthetic and two real-world datasets) with different label-noise

settings consistently justify the effectiveness of the proposed method, on reducing the estimation error of the

transition matrix and greatly improving the classification performance.



4

Methodology

Figure 1. The proposed Cycle-Consistency regularization label-noise learning framework.  

Overall Objective Function:

𝐿 = 𝐿1(𝐰; 𝑇) + 𝐿2(𝐰; 𝑇′) + λ𝐿3(𝐰; 𝑇, 𝑇′)
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Methodology

➢ Forward Transition Matrix:

Given the training dataset ഥ𝐷 = x𝑖 , ഥ𝑦𝑖 𝑖=1
𝑁 , we optimize the empirical risk by jointly optimizing the 

transition matrix T and the consistent classifier 𝑓 x; w for label-noise learning. Specifically, we 

minimize the approximation error between the inferred noisy class-posterior probability T𝑓 x; w

➢ Backward Transition Matrix: 

Minimizing the volume of the transition matrix is equivalent to maximizing the volume of the clean 

class posterior. We directly use the noisy labels to maximize the volume of the clean class posterior. 

Intuitively, we maximize the volume of the learned clean class posteriors by matching it with the 

projected C-dimensional simplex in the noisy class posterior which also needs to estimate.

min
𝐰,𝑇

𝐿1 𝐰; 𝑇 = −
1

𝑁


𝑖=1

𝑁

ഥ𝑦𝑖log(𝑇 ∙ 𝑓(𝑥𝑖; 𝐰))

min
𝐰,𝑇’

𝐿2 𝐰; 𝑇′ = −
1

𝑁


𝑖=1

𝑁

𝑓(𝑥𝑖; 𝐰)log(𝑇′ ∙ 𝑆𝑜𝑓𝑡𝑀𝑎𝑥 ഥ𝑦𝑖 )
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Methodology

➢ Cycle-Consistency Regularization:

we build an “indirect” cycle-consistency through minimizing the difference between 𝑃 𝑌|𝑋 = x and 

𝑇 ’ T𝑃 𝑌|𝑋 = x , where “indirect” means that we would make use of the invertible relationship 

between these two matrices T and T ′ indirectly through the original and circularly computed clean 

class-posterior.

min
𝐰

𝐿3 𝐰;𝑇, 𝑇′ = −
1

𝑁


𝑖=1

𝑁

𝑓(𝑥𝑖;𝐰)log(𝑇′ 𝑇 ∙ 𝑓 𝑥𝑖; 𝐰 )



Experiments

 Comparison with SOTAs On Two Synthetic Datasets With Symmetry Noise.
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 Comparison with SOTAs On Two Synthetic Datasets With Asymmetry Noise.



Experiments

 Comparison with SOTAs On Real-world Noisy Datasets.

 Ablation Study

Classification accuracy (%) on the Food101N dataset. 

Compare the estimation error of T between our method and other transition

matrix based methods with symmetry noise on CIFAR-10.

Shows classification accuracy with various values of λ on CIFAR-10
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Classification accuracy (%) on the Clothing1M dataset. 
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