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Introduction
 Image denoising methods:
 Filtering-Based Methods
 Simple.
 Avoiding blurring artifacts caused by their

block-wise operations is hard

 Model-Based Methods
 Strong mathematical derivations.
 No consideration for real noise and 

external guidance

 Learning-Based Methods
 Traditional: Adaptively learn mapping functions from datasets. Have difficulty in learning an

excellent mapping function
 Deep Network-Based: Excellent modeling ability. May be over-fitted to AWGN and fail to

handle real noise

 Challenge:
The challenge is incorporating the rich body of model-based methods into the design of 
the deep network for removing real noise which is much more complicated than 
AWGN.



The Proposed Method
 Enhanced Latent Space Blind Model for Denoising

 Performs a constraint in pixel domain

 Noise information is largely ignored

Introduce high-dimensional encoding and decoding functions, 
E and D

Introduce the real noise map u

 Specific image information is not 
exploited effectively for guidance

Introduce certain sophisticated guidance information       from 
the image 

g

 Traditional Model-based Method:

 Analysis and Enhancement:
: data fidelity item ( ), x y : any image regularizer( )ϕ ⋅: noisy imagey: clean imagex

 Proposed Method:
𝜓𝜓 : regularizer for noise information ( )u: image information guidance term( ),z g



• According to traditional alternative optimization algorithm, the previous formula can be
solved by splitting it into:

The Proposed Method
 Self-Correction (SC) Alternative Optimization

z (reconstruction subproblem) u (degradation estimation subproblem).and



• Then Eq. (1) becomes:

The Proposed Method
 Self-Correction (SC) Alternative Optimization



 Implicitly Implement SCAOED Algorithm via Deep Network
A deep neural network (i.e., ScaoedNet) is constructed by modeling 

SCAOED Network

Architecture of the Denoising Network

iniE, D, G, U , U, Z.

LS encoding module, LS decoding module, G-module, initial DE network (uini-Net), DE network (u-Net), 
and RE network (z-Net) are used to implement E, D, G, Uini, U, and Z, respectively.



 Structures of Different Modules

SCAOED Network

NFAE Layer: ( )
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 Feature Multiple-Modulation Attention

 FSM module consisting of CIG SA and CIG CA, adopts generated spatial and channel weights to recalibrate

the input feature map and obtain fused results.

DEM module exploits g in the implementation of GC to guide the reconstruction of degradation feature map.

SCAOED Network



Experiments
 Implementation Details:

 Testing Datasets
 SIDD Benchmark, DnD Benchmark and Nam

 Experiment Environment
 Ubuntu 16.04, NVIDIA RTX 3090 GPU, Inter(R) Core(TM) i7 5.0GHZ 32G

 Training Datasets
 Div2K, RENOIR and Smartphone Image Denoising Dataset (SIDD) 

 Suggested Parameter Setting
 Stage number K = 5 and FM2ARB number T = 16.



 Denoising on Real Noisy Images -- Quantitative Comparison 

Experiments

 The self-ensemble results denoted by the super script † is also presented to maximize potential
denoising performance of ScaoedNet.



 Denoising on Real Noisy Images -- Visual Results

 ScaoedNet achieves
the best visual results.

Experiments

Figure 4
Real denoising results on
DnD Benchmark dataset.

Figure 5
Real denoising results on
SIDD validation dataset.



Experiments
 Influence of Important Parameters   

Table 3 Results on SIDD validation for K-s.

 When stage number K reaches 5, PSNR/SSIM converges.

Table 4 Results on SIDD validation for T -s.

Table S3 L1 distances and PSNRs for verifying the effectiveness of
the multiple DE networks.

Table S4 Average PSNR (dB) and SSIM values of the denoised
images by each stage in ScaoedNet.

 With the increasing of DE networks, the estimation result becomes more accurate.

 The proposed ScaoedNet is convergent.

 Considering both the performance and cost, T=16 is the most suitable choice.



Experiments
 Effectiveness of Network Modules

Figure 6 PSNR/SSIM scores of different ScaoedNet variants.

Table S1 PSNRs (dB) and SSIMs on SIDD validation dataset for
ScaoedNet with FSM and SCA respectively. Table S2 Ablation on FSM and DEM for SIDD validation dataset.

Table 5 The effectiveness of the NFAE layer.



 Computational Cost

Experiments

Figure 7 The numbers of parameter vs. average PSNR/SSIM values of different models on DnD.

 Moderate parameter number (about 3M).
 The FLOPS and inference time of ScaoedNet with 1 stage, 3 stages and 5 stages for output

resolution 512×512 are 212G/0.07s, 640G/0.15s, and 1071G/0.28s, respectively. For the
second-best method DeamNet, it is 589G/0.18s.



Thanks!
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