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INTRODUCTION1
Fixed Window Partition

Breaking the translation invariance 

Translation equivalence 
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Fixed Window Partition

Intact Local Relationship? 

The fixed local window cannot faithfully 
capture local relationships. 

Percentage of captured locality between 
the fixed and stochastic window strategy. 
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Refuse infinite favoritism 
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Stochastic Window Strategy 
Treating all the local window fairly 

METHODS2

Uniform distribution



Layer Expectation Propagation
Aggregating expected feature per layer

METHODS2

Layer-wise expectation



Network

METHODS2
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RESULTS & DISCUSSION3

Stoformer

For training: 

For testing:

the stochastic window 

the fixed window 

the fixed window 

the layer expectation propagation 



Image Deraining
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Image Denoising
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Image Deblurring
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Eliminating Blocking Artifacts 
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Trade-off in Layer Expectation Propagation 
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Boosting Model Generalization
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Extension?
More restoration tasks

High-level tasks where local attention is need 
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CONCLUSION4

1. Translation invariance breaking and loss of local relationships in 
existing transformer-based image restoration approaches.

2.  We propose a new stochastic window strategy.

3.  Extensive experiments to validate the effectiveness.



Thank you for your listening


