
Zheng Chen1, Yulun Zhang2, Jinjin Gu3,4, Yongbing Zhang5, Linghe Kong1*, Xin Yuan6

1Shanghai Jiao Tong University, 2ETH Zürich, 3Shanghai AI Laboratory,
4The University of Sydney, 5Harbin Institute of Technology (Shenzhen), 6Westlake University

Cross Aggregation Transformer for 
Image Restoration



Introduction

• Transformer achieves excellent performance in multiple vision tasks.
• Vanilla Transformer with quadratic complexity, 𝑂(𝐻!𝑊!) .
• Local square window attention to reduces Transformer complexity, but 

restricts the performance.
• We propose Cross Aggregation Transformer (CAT), utilizing the window 

self-attention and aggregating the features cross different windows. 

HR SwinIR [1] CAT
[1] Jingyun Liang, Jiezhang Cao, Guolei Sun, Kai Zhang, Luc Van Gool, and Radu 
Timofte. Swinir: Image restoration using swin transformer. In ICCVW, 2021



• Rectangle-window self-attention (Rwin-SA)
• Cross aggregation Transformer block (CATB)
• RCAN [2] backbone
• Cross Aggregation Transformer (CAT)

Method
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[2] Yulun Zhang, Kunpeng Li, Kai Li, Lichen Wang, Bineng Zhong, and Yun Fu. Image 
super-resolution using very deep residual channel attention networks. In ECCV, 2018.



• Rwin (V-Rwin / H-Rwin), Axial-Shift (V-Shift / H-Shift)
• 4𝐻𝑊𝐶! + 2(𝑠𝑤×𝑠ℎ)𝐻𝑊𝐶, 𝑂(𝐻𝑊)
• Aggregate features across different windows 
• Capture different features in horizontal and vertical directions 

Method



• Locality complementary module (LCM)
• (Depth-Wise) Convolution
• Operate on 𝑉 without partition
• Global (self-attention) + Local (convolution)

• Axial-Rwin
• Cross aggregation (vertical + horizontal）
• 𝑠𝑙, 𝐻 , (𝑊, 𝑠𝑙)
• 4𝐻𝑊𝐶! + 𝑠𝑙× 𝐻 +𝑊 𝐻𝑊𝐶,
𝑂(𝐻𝑊(𝐻 +𝑊))

Method



Experiments

• Ablation study

• (a) Rectangle window better than square window
• (b) LCM improves the performance
• (c) Larger window size, larger FLOPs, and better performance



Experiments

• Image SR

• CAT-R (regular-Rwin), CAT-A (axial-Rwin)
• Obtain 0.45 dB gain over SwinIR



Experiments

• JPEG Compression Artifacts Reduction 



Experiments

• Real Image Denoising

• Apply CATB to the U-Net architecture, following Restormer [3]
• Re-test the SIDD with all official pre-trained models
• Comparable performance with Restormer, fewer parameters 

[3] Syed Waqas Zamir, Aditya Arora, Salman Khan, Munawar Hayat, Fahad Shahbaz Khan, and Ming-
Hsuan Yang. Restormer: Efficient transformer for high-resolution image restoration. In CVPR, 2022.



Experiments

• Image SR

• JPEG
Compression 
Artifacts 
Reduction 



Experiments

• Model Size Analyses 

• CAT-R, CAT-A, CAT-R-2 outperform other methods
• CAT-R-2 with similar computational complexity and parameters to SwinIR 



Conclusion

• We propose a new Transformer model named cross aggregation 
Transformer (CAT) for image restoration.

• We propose a novel self-attention mechanism, named Rwin-SA, with axial-
shift operation and the locality complementary module.

• SOTA performance on three classic image restoration tasks: image super-
resolution, JPEG compression artifact reduction, and real image denoising.



Thanks

The code and models are available at: https://github.com/zhengchen1999/CAT


