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Background: Tensor Decompositions

Tucker 

Decomposition

CP      Decomposition
t-SVD
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Related Works: Tensor Networks

(c) FCTN decomposition(b) TR decomposition

(a) TT decomposition
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Motivation

Generalization

If smaller edge scaling

TR format

TT format
FCTN format

If higher characterization capability

What topology?
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Tensor Wheel (TW) Decomposition 

element-wise relation: 

Wheel topology
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.

tensor-form relation: 

Tensor Wheel (TW) Decomposition 
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TW-TC Model and PAM-based Algorithm

TW-TC model: 

Iterative algorithm: 

.

.
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Synthetic Data Completion
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Real-world Data Completion: Visualization
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Real-world Data Completion: Numeralization
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Discussions

(a) MPSNR versus inner TW-
ranks when outer TW-ranks 

and all TR-ranks are 6.

(b) MPSNR versus  outer TW-
ranks when inner TW-ranks 

and all TR-ranks are 4.

(c) The number of hyper-parameters 
of FCTN and TW decompositions 

against tensor dimension



Thirty-sixth Conference on Neural Information Processing Systems

Zhong-Cheng Wu (UESTC) TW Decomposition 17

Conclusions

Thank you!
School of Mathematical Sciences, 

University of Electronic Science and Technology of 
China (UESTC)

Homepage: https://zhongchengwu.github.io
Code: https://github.com/zhongchengwu/code_TWDec

p Propose a novel tensor wheel (TW) decomposition.

p Provide one numerical application (i.e., tensor completion) of TW.


