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Motivation
Our Motivation is:

• Obtaining the human-like perception ability of abstracting visual concepts from 
concrete pixels has always been fundamental and important.

• We are particularly interested in finding a general way to learn visual concepts 
from pixels, which covers two branches, disentangled representation learning 
and scene decomposition.

• VCT extracts the visual concept inside a given image as a set of tokens, serving 
as a general solution for visual concept learning, similar to word embeddings in 
Natural Language Processing (NLP).



Background: Disentanglement
Disentangled representation should reflect the factors of variations behind the observed 
data of the world, and one latent unit is only sensitive to changes of an individual factor.

• Camera pose

• Object shape

• Object scale

• Object color

• Wall color

• Floor color

Encoder Decoder

For disentangled representation learning , the goal is learning to extract such 
representations of the factors from the images.



Definition of visual concepts token (VCT)

• Concept Prototypes
• Embeddings of different visual concepts prototypes (meta concepts).

• A meta concept is represented by a single embedding.

• Dataset-level concept (for the dataset).

• A set of embeddings {𝑐1, 𝑐2, … , 𝑐n} of a dataset.

• Concept Tokens
• The value embedding of different concept of a single image.

• Image-level concept (for a single image)

• A set of embeddings {𝑣1𝑖 , 𝑣2𝑖 , … 𝑣𝑛𝑖} of a single image.



Properties for VCT & disentanglement

• What should be a good concept prototype?
• A disordered set of dataset-level embedding
• Query the corresponding concept from data
• Different concept prototype are disentangled

• What should be a good concept tokens?
• A disordered set of image-level embedding
• The extraction of concept tokens should be independent
• The concept tokens can be decoded back to data



Method (Encoder part)

VQ-Enc

Positional 
Encoding

Self-
A

tten
tio

n
C

ro
ss-

A
tten

tio
n

xN

C
ro

ss-
A

tten
tio

n

Q

K,V

Q

K,V
K,V

Q

Concept
Tokens

Concept
Values

labels𝑦



Method (Decoder part)
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Experiments
• Disentanglement results



Qualitative Results (Shape3D) & Ablation study



Qualitative Results (MPI-3D)



Experiments
• Scene decomposition



Experiments
• On pretrained GAN



Experiments
• CLIP results:



Summary

• We present a general solution to extract visual concepts from concrete pixels, which can 

achieve disentangled representation learning and scene decomposition. 

• We build a transformer autoencoder, including Concept Tokenizer and Detokenizer, to 

represent an image into a set of tokens, and each token reflects a visual concept. 

• We propose a Concept Disentangling Loss to facilitate the mutual exclusivity of the visual 

concept tokens.

• VCT can be deployed to the intermediate representations for learning visual concepts.

Code is available at: https://github.com/ThomasMrY/VCT

https://github.com/ThomasMrY/VCT

